AIGP Study Guide: 500 Comprehensive Exam
Preparation Questions

Artificial Intelligence Governance Professional (AIGP) Certification

Document Information

Title: AIGP Comprehensive Study Guide - 500 Practice Questions

Version: 1.0

Date: October 2025

Purpose: Exam preparation for the IAPP Al Governance Professional certification
Coverage: All 4 domains and 15 chapters of the AIGP Body of Knowledge

Table of Contents

1. Introduction
2. How to Use This Study Guide

3. Domain I: Foundations of Al Governance (Questions 1-125)
- Chapter 1: Introduction to Al Governance (Q1-25)
- Chapter 2: Al Technologies & Capabilities (Q26-50)
- Chapter 3: Al Risks & Harms (Q51-75)
- Chapter 4: Al Ethics & Responsible Al (Q76-100)
- Chapter 5: Stakeholders in Al Governance (Q101-125)

4, Domain Il: Laws, Standards & Frameworks (Questions 126-250)
- Chapter 6: Al Regulations & Legal Landscape (Q126-163)
- Chapter 7: Data Protection & Privacy Laws (Q164-195)
- Chapter 8: Al Standards & Best Practices (Q196-219)
- Chapter 9: Industry-Specific Regulations (Q220-250)
5. Domain lll: Governing Al Development (Questions 251-375)
- Chapter 10: Al Lifecycle Governance (Q251-292)
- Chapter 11: Data Governance for Al (Q293-333)
- Chapter 12: Model Development & Testing (Q334-375)
6. Domain IV: Governing Al Deployment & Use (Questions 376-500)
- Chapter 13: Al Deployment Strategies (Q376-417)
- Chapter 14: Monitoring & Auditing Al Systems (Q418-458)
- Chapter 15: Incident Response & Accountability (Q459-500)



Introduction

This comprehensive study guide contains 500 carefully crafted questions designed to prepare candid-
ates for the Al Governance Professional (AIGP) certification exam offered by the International
Association of Privacy Professionals (IAPP).

The questions are distributed across four domains that align with the AIGP Body of Knowledge:
- Domain I: Foundations of Al Governance (25% - 125 questions)

- Domain IlI: Laws, Standards & Frameworks (25% - 125 questions)

- Domain Ill: Governing Al Development (25% - 125 questions)

- Domain IV: Governing Al Deployment & Use (25% - 125 questions)

Each question includes four answer options, the correct answer, and a detailed explanation to enhance
learning.

How to Use This Study Guide

1. Sequential Study: Work through questions chapter by chapter to build knowledge systematically
2. Difficulty Levels: Questions are marked as Easy (30%), Medium (50%), or Hard (20%)

3. Review Explanations: Read all explanations, even for questions answered correctly

4. Track Progress: Mark questions for review and revisit challenging topics

5. Simulate Exam Conditions: Time yourself on sections to practice pacing

6. Cross-Reference: Use the AIGP Body of Knowledge alongside this guide

Domain I: Foundations of Al Governance

Questions 1-125 covering Chapters 1-5

Chapter 1: Introduction to Al Governance (Questions
1-25)

Question 1 [Easy]

What is the primary purpose of Al governance?

A) To maximize Al system performance and speed

B) To ensure responsible development, deployment, and use of Al systems
C) To reduce the cost of Al implementation

D) To eliminate all risks associated with Al technology

Correct Answer: B

Explanation: Al governance aims to ensure responsible development, deployment, and use of Al sys-
tems by establishing frameworks, policies, and practices that address ethical, legal, and societal con-
cerns. Option A focuses only on performance metrics without considering responsibility. Option C prior-



itizes cost over governance principles. Option D is unrealistic as eliminating all risks is impossible;
governance focuses on managing and mitigating risks appropriately.

Question 2 [Easy]

Which of the following best defines “Al governance”?

A) The technical process of training machine learning models

B) A framework of policies, processes, and controls for managing Al systems throughout their lifecycle
C) The legal department’s responsibility to approve Al projects

D) A one-time assessment conducted before Al deployment

Correct Answer: B

Explanation: Al governance is a comprehensive framework encompassing policies, processes, and
controls that manage Al systems throughout their entire lifecycle, from conception to retirement. Op-
tion A describes only the technical development aspect. Option C incorrectly limits governance to a
single department. Option D mischaracterizes governance as a one-time event rather than an ongoing
process.

Question 3 [Medium]

An organization is establishing its Al governance program. Which element should be
prioritized first?

A) Purchasing the latest Al monitoring tools

B) Hiring additional data scientists

C) Defining clear governance objectives aligned with organizational values and risk appetite
D) Implementing all available Al standards simultaneously

Correct Answer: C

Explanation: Establishing clear governance objectives aligned with organizational values and risk ap-
petite provides the foundation for all other governance activities. This ensures that subsequent de-
cisions about tools (A), personnel (B), and standards (C) are purposeful and aligned with organizational
needs. Without clear objectives, other investments may be misdirected or ineffective.

Question 4 [Easy]

What distinguishes Al governance from traditional IT governance?

A) Al governance requires no technical expertise

B) Al governance addresses unique challenges like algorithmic bias, explainability, and autonomous
decision-making

C) Al governance is only concerned with data storage

D) Al governance eliminates the need for human oversight

Correct Answer: B



Explanation: Al governance must address unique challenges specific to Al systems, including al-
gorithmic bias, model explainability, autonomous decision-making, and evolving capabilities. While
building on IT governance principles, it requires specialized approaches. Option A is incorrect as tech-
nical expertise is essential. Option C is too narrow. Option D contradicts governance principles that
emphasize human oversight.

Question 5 [Medium]

Which stakeholder group typically has PRIMARY accountability for Al governance in an or-
ganization?

A) The data science team exclusively

B) External consultants

C) Senior leadership and the board of directors
D) The marketing department

Correct Answer: C

Explanation: Senior leadership and the board of directors hold primary accountability for Al gov-
ernance as they set organizational strategy, risk appetite, and ensure adequate resources and over-
sight. While data science teams (A) implement governance, they don’t hold ultimate accountability.
External consultants (B) provide guidance but don’t have organizational accountability. Marketing (D)
may be stakeholders but not primary accountable parties.

Question 6 [Hard]

A multinational corporation is designing its Al governance structure. The company oper-
ates in healthcare, finance, and retail sectors across 15 countries. Which approach would
be MOST effective?

A) Implement identical governance policies across all sectors and regions

B) Allow each business unit complete autonomy in governance decisions

C) Establish a centralized governance framework with sector-specific and regional adaptations
D) Outsource all governance decisions to external legal counsel

Correct Answer: C

Explanation: A centralized framework with sector-specific and regional adaptations balances consist-
ency with necessary flexibility. This approach ensures core principles are maintained while accommod-
ating different regulatory requirements (healthcare vs. finance) and regional laws (15 countries). Op-
tion A ignores important contextual differences. Option B risks inconsistency and compliance gaps.
Option D inappropriately delegates strategic governance decisions.

Question 7 [Easy]

What is the relationship between Al governance and Al ethics?

A) They are completely unrelated concepts
B) Al ethics provides philosophical principles that inform Al governance frameworks



C) Al governance replaces the need for ethical considerations
D) Al ethics is only relevant for academic research, not business applications

Correct Answer: B

Explanation: Al ethics provides the philosophical and moral principles (fairness, transparency, ac-
countability) that inform and guide the development of Al governance frameworks and policies. Gov-
ernance operationalizes ethical principles into practical controls. Option A incorrectly separates them.
Option C suggests governance eliminates ethics, which is backwards. Option D incorrectly limits ethics
to academia.

Question 8 [Medium]

Which of the following is a key characteristic of effective Al governance?

A) Static policies that never change

B) Governance limited to the development phase only

C) Continuous monitoring and adaptation to emerging risks and technologies
D) Governance handled exclusively by technical teams

Correct Answer: C

Explanation: Effective Al governance requires continuous monitoring and adaptation because Al
technologies, risks, regulations, and societal expectations evolve rapidly. Option A’s static approach
would quickly become obsolete. Option B ignores deployment and operational phases. Option D ex-
cludes necessary multidisciplinary perspectives from legal, ethics, business, and other domains.

Question 9 [Easy]

What does “Al literacy” mean in the context of Al governance?

A) The ability to write machine learning code

B) Understanding Al capabilities, limitations, and implications sufficient for informed decision-making
C) Having a PhD in computer science

D) Knowing how to use Al-powered consumer applications

Correct Answer: B

Explanation: Al literacy in governance contexts means having sufficient understanding of Al capabil-
ities, limitations, risks, and implications to make informed decisions about Al systems, regardless of
technical coding ability. Option A confuses literacy with technical development skills. Option C sets an
unnecessarily high bar. Option D is too narrow and superficial.

Question 10 [Medium]

An organization’s Al governance committee includes representatives from legal, IT, busi-
ness units, ethics, and risk management. What is the PRIMARY benefit of this
multidisciplinary approach?



A) It slows down Al projects to prevent innovation

B) It ensures comprehensive consideration of technical, legal, ethical, and business perspectives
C) It eliminates the need for external audits

D) It reduces the cost of Al development

Correct Answer: B

Explanation: A multidisciplinary governance committee ensures that Al decisions consider technical
feasibility, legal compliance, ethical implications, business value, and risk management—providing
comprehensive oversight. Option A mischaracterizes governance as obstruction. Option C incorrectly
suggests internal committees replace external audits. Option D confuses governance structure with
cost reduction.

Question 11 [Hard]

A company’s Al governance framework includes a tiered risk classification system. A pro-
posed Al system would make autonomous decisions about employee performance reviews
and terminations. How should this system MOST likely be classified?

A) Low risk, requiring minimal oversight

B) Medium risk, requiring standard governance procedures

C) High risk, requiring enhanced governance, human oversight, and extensive documentation
D) Prohibited use case that should not be developed

Correct Answer: C

Explanation: An Al system making autonomous decisions about employment termination involves
significant individual rights, potential discrimination, and legal implications, warranting high-risk classi-
fication with enhanced governance, mandatory human oversight, and extensive documentation. While
not necessarily prohibited (D), it requires stringent controls. Options A and B underestimate the risk
level given the significant impact on individuals’ livelihoods and rights.

Question 12 [Easy]

What is the purpose of an Al governance policy?

A) To provide detailed technical specifications for Al models

B) To establish principles, rules, and guidelines for responsible Al use within an organization
C) To replace human decision-making with automated systems

D) To ensure Al projects are completed as quickly as possible

Correct Answer: B

Explanation: Al governance policies establish the principles, rules, and guidelines that define how an
organization will responsibly develop, deploy, and use Al systems. Option A confuses policy with tech-
nical documentation. Option C misrepresents governance as promoting automation over human
judgment. Option D prioritizes speed over responsibility.



Question 13 [Medium]

Which of the following scenarios BEST illustrates the need for Al governance?

A) A company uses a simple calculator application

B) An organization deploys a facial recognition system for employee building access
C) A business uses word processing software

D) A team uses email for communication

Correct Answer: B

Explanation: Facial recognition for employee access involves Al technology with significant privacy,
bias, and rights implications, clearly requiring governance oversight. Options A, C, and D describe con-
ventional software tools that, while requiring IT governance, don’t present the unique challenges (bias,
explainability, autonomous decision-making) that necessitate specialized Al governance.

Question 14 [Easy]

What is meant by “Al accountability” in governance contexts?

A) The ability to blame Al systems when errors occur

B) Clear assignment of responsibility for Al system decisions and outcomes to human actors
C) Eliminating human involvement in Al decisions

D) Ensuring Al systems can explain their own decisions without human interpretation

Correct Answer: B

Explanation: Al accountability means clearly assigning responsibility for Al system decisions, out-
comes, and impacts to specific human actors or organizational roles, ensuring someone is answerable
for the system’s behavior. Option A incorrectly suggests blaming the technology itself. Option C con-
tradicts accountability by removing humans. Option D misunderstands accountability as purely
technical explainability.

Question 15 [Medium]

An organization is developing its first Al governance framework. Which document should
typically be created FIRST?

A) Detailed technical implementation procedures

B) Al governance charter or policy defining scope, principles, and governance structure
C) Vendor contract templates

D) Incident response playbooks

Correct Answer: B

Explanation: An Al governance charter or policy should be created first as it establishes the founda-
tion: scope, principles, governance structure, roles, and responsibilities. This guides all subsequent
documents. Technical procedures (A), vendor templates (C), and incident playbooks (D) are important
but should be developed based on the foundational governance framework.



Question 16 [Hard]

A financial services company is establishing Al governance. Regulators have not yet issued
specific Al guidance for their sector. What approach should the company take?

A) Wait for regulatory guidance before implementing any governance

B) Implement minimal governance since regulations don’t exist

C) Proactively establish governance based on existing regulations, industry standards, and ethical
principles

D) Copy another company’s governance framework without adaptation

Correct Answer: C

Explanation: Organizations should proactively establish governance based on existing applicable reg-
ulations (data protection, non-discrimination), industry standards (NIST Al RMF), and ethical principles,
rather than waiting for sector-specific Al regulations. This demonstrates due diligence and prepares for
future regulations. Option A delays necessary risk management. Option B is irresponsible. Option D
ignores organizational context.

Question 17 [Easy]

What role does transparency play in Al governance?

A) Transparency is unnecessary if Al systems are accurate

B) Transparency helps stakeholders understand Al system capabilities, limitations, and decision-
making processes

C) Transparency means revealing all proprietary algorithms to competitors

D) Transparency is only required for government Al systems

Correct Answer: B

Explanation: Transparency in Al governance means providing stakeholders with appropriate informa-
tion about Al system capabilities, limitations, and decision-making processes to enable informed de-
cisions and build trust. Option A incorrectly prioritizes accuracy over transparency. Option C confuses
transparency with revealing trade secrets. Option D incorrectly limits transparency to government con-
texts.

Question 18 [Medium]

Which of the following is an example of an Al governance control?

A) Using the fastest available GPU for model training

B) Requiring impact assessments before deploying high-risk Al systems
C) Hiring more data scientists

D) Purchasing cloud computing services

Correct Answer: B

Explanation: Requiring impact assessments before deploying high-risk Al systems is a governance
control that ensures risks are identified and evaluated before deployment. Options A, C, and D are op-
erational or resource decisions that support Al activities but are not governance controls themselves.



Question 19 [Easy]

What is the primary difference between Al governance and Al risk management?

A) There is no difference; they are identical concepts

B) Al governance is the broader framework; risk management is a key component within it
C) Risk management is only concerned with cybersecurity

D) Governance is technical; risk management is non-technical

Correct Answer: B

Explanation: Al governance is the comprehensive framework of policies, processes, and controls for
managing Al systems, while Al risk management is a critical component within governance focused
specifically on identifying, assessing, and mitigating Al-related risks. Option A incorrectly equates
them. Option C is too narrow. Option D incorrectly categorizes both.

Question 20 [Medium]

An Al governance program includes regular training for employees. What is the PRIMARY
purpose of this training?

A) To turn all employees into Al developers

B) To build Al literacy and ensure employees understand their roles in responsible Al use
C) To reduce the need for governance policies

D) To eliminate all Al-related risks

Correct Answer: B

Explanation: Training builds Al literacy across the organization and ensures employees understand
their specific roles and responsibilities in responsible Al development and use, supporting governance
implementation. Option A sets an unrealistic goal. Option C suggests training replaces policies, which
is incorrect. Option D promises impossible risk elimination.

Question 21 [Hard]

A company’s Al governance framework requires different approval levels based on risk. A
proposed chatbot for customer service would access customer data but not make binding
decisions. Which approval level is MOST appropriate?

A) No approval needed—proceed with development

B) Automatic approval by the development team

C) Mid-level approval requiring review by data protection, legal, and business stakeholders
D) Board-level approval with external audit

Correct Answer: C

Explanation: A customer service chatbot accessing customer data presents moderate risks (privacy,
data protection, customer experience) warranting mid-level approval with review by relevant stake-
holders (data protection, legal, business). It’s not high-risk enough for board approval (D) but requires
more than team-level decisions (A, B) due to data access and customer interaction.
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Question 22 [Easy]

What is an Al governance framework?

A) A specific machine learning algorithm

B) A structured approach defining how an organization governs Al throughout its lifecycle
C) A software tool for monitoring Al systems

D) A legal requirement only for public companies

Correct Answer: B

Explanation: An Al governance framework is a structured approach that defines how an organization
will govern Al systems throughout their lifecycle, including policies, processes, roles, and controls. Op-
tion A confuses governance with technical algorithms. Option C describes a tool, not a framework.
Option D incorrectly characterizes frameworks as legal requirements for specific entities.

Question 23 [Medium]

Which principle is MOST important when establishing Al governance in a global organiza-
tion?

A) Implementing the strictest regulations from any jurisdiction globally

B) Ignoring international regulations and focusing only on headquarters location
C) Balancing global consistency with local regulatory and cultural requirements
D) Establishing separate, uncoordinated governance for each country

Correct Answer: C

Explanation: Global Al governance should balance consistency in core principles and practices with
necessary adaptations for local regulations, cultural norms, and business contexts. Option A may be
overly restrictive and impractical. Option B risks non-compliance. Option D creates inefficiency and
potential gaps.

Question 24 [Easy]

Who should be involved in Al governance within an organization?

A) Only the IT department

B) Only senior executives

C) A cross-functional team including technical, legal, ethical, business, and risk management repres-
entatives

D) Only external consultants

Correct Answer: C

Explanation: Effective Al governance requires cross-functional involvement including technical ex-
perts, legal counsel, ethics specialists, business leaders, and risk management professionals to ad-
dress the multifaceted nature of Al systems. Options A, B, and D are too narrow and exclude necessary
perspectives.
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Question 25 [Medium]

An organization’s Al governance maturity is being assessed. Which characteristic indicates
a MATURE governance program?

A) Al governance policies exist but are not regularly reviewed or updated

B) Governance is integrated into Al lifecycle processes with continuous monitoring and improvement
C) Governance consists of a single policy document created three years ago

D) Governance responsibilities are unclear and informally assigned

Correct Answer: B

Explanation: Mature Al governance is characterized by integration into lifecycle processes, continu-
ous monitoring, regular updates, and ongoing improvement—demonstrating that governance is opera-
tional and adaptive. Options A, C, and D describe immature governance with static policies, outdated
documentation, or unclear accountability.

Chapter 2: Al Technologies & Capabilities (Questions
26-50)

Question 26 [Easy]

What is machine learning?

A) A type of computer hardware

B) A subset of Al where systems learn from data without being explicitly programmed for every scen-
ario

C) A programming language

D) A database management system

Correct Answer: B

Explanation: Machine learning is a subset of Al that enables systems to learn patterns from data and
improve performance without being explicitly programmed for every possible scenario. Option A con-
fuses software with hardware. Option C misidentifies it as a programming language. Option D relates
to data storage, not learning.

Question 26 [Easy]

What distinguishes “narrow Al” from “general Al”?

A) Narrow Al is less expensive than general Al

B) Narrow Al is designed for specific tasks; general Al would have human-like intelligence across
diverse tasks

C) Narrow Al is older technology than general Al

D) Narrow Al requires more computing power than general Al

Correct Answer: B

Explanation: Narrow Al (also called weak Al) is designed for specific tasks like image recognition or
language translation, while general Al (strong Al) would possess human-like intelligence capable of
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performing diverse tasks and transferring knowledge between domains. General Al does not currently
exist. Options A, C, and D make incorrect comparisons about cost, age, or computing requirements.

Question 27 [Easy]

What is supervised learning?

A) Learning that occurs only under human supervision

B) A machine learning approach where models learn from labeled training data
C) A type of Al that supervises human workers

D) Learning that requires constant internet connectivity

Correct Answer: B

Explanation: Supervised learning is a machine learning approach where models are trained on
labeled data (input-output pairs), learning to map inputs to correct outputs. Option A misinterprets
“supervised” as human oversight during operation. Option C reverses the relationship. Option D
incorrectly relates to connectivity requirements.

Question 28 [Medium]

A company is developing an Al system to detect fraudulent transactions. Which type of
machine learning is MOST appropriate?

A) Unsupervised learning only

B) Reinforcement learning only

C) Supervised learning using historical labeled fraud data, potentially combined with unsupervised
anomaly detection

D) No machine learning is needed for fraud detection

Correct Answer: C

Explanation: Fraud detection typically benefits from supervised learning using historical labeled ex-
amples of fraudulent and legitimate transactions, often combined with unsupervised anomaly detec-
tion to identify novel fraud patterns. Option A misses the value of labeled data. Option B (reinforce-
ment learning) is less suitable for this classification task. Option D ignores the value of ML for fraud de-
tection.

Question 29 [Easy]

What is a neural network in Al?

A) A physical network of computers

B) A computing system inspired by biological neural networks that processes information through
interconnected nodes

C) A social network for Al researchers

D) A type of internet connection

Correct Answer: B
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Explanation: A neural network is a computing system inspired by biological neural networks, consist-
ing of interconnected nodes (neurons) that process information through weighted connections, en-
abling pattern recognition and learning. Option A confuses it with computer networking. Options C and
D are unrelated concepts.

Question 30 [Medium]

What is “deep learning”?

A) Learning that occurs underwater

B) Machine learning using neural networks with multiple layers to learn hierarchical representations
C) A very difficult learning process

D) Learning that takes a long time

Correct Answer: B

Explanation: Deep learning is a subset of machine learning that uses neural networks with multiple
layers (deep neural networks) to automatically learn hierarchical representations of data, enabling
sophisticated pattern recognition. Options A, C, and D misinterpret “deep” literally or colloquially
rather than technically.

Question 31 [Easy]

What is natural language processing (NLP)?

A) A method for teaching foreign languages

B) Al technology that enables computers to understand, interpret, and generate human language
C) A type of programming language

D) A data storage format

Correct Answer: B

Explanation: Natural language processing (NLP) is an Al technology that enables computers to under-
stand, interpret, and generate human language, powering applications like chatbots, translation, and
sentiment analysis. Option A relates to human language education. Option C confuses it with
programming languages. Option D relates to data storage.

Question 32 [Medium]

A large language model (LLM) is being considered for customer service. What is a key
characteristic of LLMs that governance should address?

A) LLMs never make mistakes

B) LLMs can generate plausible but incorrect information (hallucinations)
C) LLMs don’t require any training data

D) LLMs are immune to bias

Correct Answer: B
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Explanation: LLMs can generate plausible-sounding but factually incorrect information (hallucina-
tions), which is a critical governance concern requiring verification mechanisms and appropriate use
case selection. Option A is false—LLMs do make mistakes. Option C is incorrect as LLMs require
massive training data. Option D is false—LLMs can exhibit various biases from training data.

Question 33 [Easy]

What is computer vision in Al?

A) Al systems that can see better than humans

B) Technology that enables computers to interpret and understand visual information from images and
videos

C) A type of monitor display

D) Software for creating graphics

Correct Answer: B

Explanation: Computer vision is Al technology that enables computers to interpret and understand
visual information from images and videos, powering applications like facial recognition, object detec-
tion, and medical image analysis. Option A overstates capabilities. Options C and D relate to display
hardware and graphics software, not Al vision.

Question 34 [Medium]

What is the primary difference between traditional software and Al systems?

A) Al systems are always more expensive

B) Traditional software follows explicit programmed rules; Al systems learn patterns from data
C) Al systems don’t require testing

D) Traditional software is always faster

Correct Answer: B

Explanation: Traditional software follows explicit rules programmed by developers, while Al systems
learn patterns and behaviors from data, making their behavior more probabilistic and data-dependent.
This fundamental difference drives unique governance needs. Options A and D make incorrect gener-
alizations about cost and speed. Option C is dangerously false—Al systems require extensive testing.

Question 35 [Hard]

An organization is evaluating whether to build a custom Al model or use a pre-trained
foundation model. From a governance perspective, what is a key consideration?

A) Custom models always provide better governance

B) Pre-trained models eliminate all governance concerns

C) Custom models offer more control but require more resources; pre-trained models are faster but
may have unknown biases or limitations

D) The choice has no governance implications

Correct Answer: C



15

Explanation: Custom models provide greater control over training data, architecture, and behavior
but require significant resources and expertise. Pre-trained models offer faster deployment but may
contain unknown biases, limitations, or behaviors from their original training. Both require governance
but with different focus areas. Options A and B make absolute claims that are incorrect. Option D
ignores significant governance implications.

Question 36 [Easy]

What is reinforcement learning?

A) Learning that requires constant reinforcement from teachers

B) A machine learning approach where agents learn by interacting with an environment and receiving
rewards or penalties

C) A method for strengthening computer hardware

D) A type of supervised learning

Correct Answer: B

Explanation: Reinforcement learning is a machine learning approach where agents learn optimal be-
haviors by interacting with an environment and receiving rewards for desired actions and penalties for
undesired ones. Option A misinterprets the term. Option C relates to hardware. Option D incorrectly
categorizes it as supervised learning.

Question 37 [Medium]

What is “transfer learning” in Al?

A) Transferring data between computers

B) Applying knowledge learned from one task to improve performance on a related task
C) Moving Al systems between cloud providers

D) Transferring ownership of Al models

Correct Answer: B

Explanation: Transfer learning involves applying knowledge learned from one task or domain to im-
prove performance on a related task, often by fine-tuning pre-trained models. This is common with
foundation models. Options A, C, and D relate to data transfer, system migration, or ownership rather
than learning techniques.

Question 38 [Easy]

What is an Al algorithm?

A) A physical component of a computer

B) A set of rules and procedures that an Al system follows to solve problems or make decisions
C) A type of database

D) A programming language

Correct Answer: B
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Explanation: An Al algorithm is a set of rules, procedures, and mathematical operations that an Al
system follows to process data, learn patterns, and make decisions or predictions. Option A confuses
software with hardware. Options C and D relate to data storage and programming languages.

Question 39 [Medium]
What is “explainable Al” (XAl)?

A) Al that can speak multiple languages

B) Al systems designed to provide understandable explanations for their decisions and behaviors
C) Al that is easy to install

D) Al that only makes simple decisions

Correct Answer: B

Explanation: Explainable Al (XAl) refers to Al systems designed to provide understandable explana-

tions for their decisions, predictions, and behaviors, enabling humans to understand how and why the
system reached specific conclusions. This is crucial for governance, trust, and accountability. Options

A, C, and D misinterpret “explainable.”

Question 40 [Hard]

A healthcare organization is implementing an Al diagnostic tool. The tool is highly accurate
but operates as a “black box” with limited explainability. From a governance perspective,
what is the MOST appropriate action?

A) Deploy immediately since accuracy is high

B) Reject the tool entirely due to lack of explainability

C) Implement with enhanced governance controls including human oversight, documentation of
limitations, and monitoring

D) Use the tool only for non-critical decisions

Correct Answer: C

Explanation: High-stakes healthcare applications require enhanced governance even with accurate
systems. Implementing with strong controls (mandatory human oversight, clear documentation of lim-
itations, continuous monitoring, and appropriate use case restrictions) balances the tool’s value with
explainability limitations. Option A ignores governance needs. Option B may reject valuable techno-
logy unnecessarily. Option D may still pose risks if the tool is used inappropriately for “non-critical”
decisions that affect patient care.

Question 41 [Easy]

What is training data in machine learning?

A) Data used to train human employees

B) The dataset used to teach a machine learning model to recognize patterns and make predictions
C) Data about training programs

D) Encrypted data
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Correct Answer: B

Explanation: Training data is the dataset used to teach a machine learning model by exposing it to
examples from which it learns patterns, relationships, and behaviors. The quality and representative-
ness of training data significantly impact model performance and fairness. Options A and C relate to
human training. Option D relates to data security.

Question 42 [Medium]

What is “overfitting” in machine learning?

A) Using too much computing power

B) When a model learns training data too specifically and performs poorly on new data
C) When a model is too large to deploy

D) When training takes too long

Correct Answer: B

Explanation: Overfitting occurs when a model learns the training data too specifically, including noise
and peculiarities, resulting in excellent performance on training data but poor generalization to new,
unseen data. This is a key concern in model development and testing. Options A, C, and D relate to
resources, size, or time rather than learning quality.

Question 43 [Easy]

What is a “feature” in machine learning?

A) A special capability of the Al system

B) An individual measurable property or characteristic used as input to a machine learning model
C) A bug in the code

D) A type of neural network

Correct Answer: B

Explanation: A feature is an individual measurable property or characteristic of the data used as in-
put to a machine learning model (e.g., age, income, temperature). Feature selection and engineering
significantly impact model performance. Option A uses “feature” colloquially. Option C refers to
software bugs. Option D is a different concept.

Question 44 [Medium]

What is “bias” in the context of Al systems?

A) A personal opinion of the Al developer

B) Systematic errors or unfair outcomes that favor or disadvantage particular groups
C) A statistical term with no ethical implications

D) A type of neural network architecture

Correct Answer: B
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Explanation: Bias in Al refers to systematic errors or unfair outcomes that favor or disadvantage par-
ticular groups, often resulting from biased training data, algorithm design, or deployment contexts.
This has significant ethical and legal implications. Option A oversimplifies to individual opinion. Option
C ignores ethical dimensions. Option D confuses bias with architecture.

Question 45 [Hard]

An Al model trained primarily on data from one demographic group is being considered for
deployment across diverse populations. What is the PRIMARY governance concern?

A) The model will be too slow

B) The model may exhibit bias and perform poorly for underrepresented groups, leading to unfair out-
comes

C) The model will be too expensive

D) The model will require too much storage

Correct Answer: B

Explanation: Training data that doesn’t represent the deployment population can lead to biased mod-
els that perform poorly for underrepresented groups, causing unfair outcomes and potential discrimin-
ation. This is a critical governance concern requiring data representativeness assessment and bias
testing. Options A, C, and D focus on technical or cost issues rather than the fundamental fairness
concern.

Question 46 [Easy]

What is an Al model?

A) A physical robot

B) A mathematical representation learned from data that makes predictions or decisions
C) A fashion model that uses Al

D) A type of database

Correct Answer: B

Explanation: An Al model is a mathematical representation of patterns and relationships learned
from data, used to make predictions, classifications, or decisions on new data. It's the output of the
training process. Option A confuses models with physical systems. Option C is a play on words. Option
D relates to data storage.

Question 47 [Medium]

What is “model drift” in Al systems?

A) Physical movement of Al hardware

B) Degradation of model performance over time as real-world data patterns change
C) Intentional changes to model parameters

D) Moving models between servers

Correct Answer: B
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Explanation: Model drift (or concept drift) occurs when the statistical properties of real-world data
change over time, causing model performance to degrade as the model becomes less aligned with
current patterns. This requires ongoing monitoring and potential retraining. Options A and D relate to
physical movement. Option C describes intentional updates, not drift.

Question 48 [Easy]

What is the purpose of testing data in machine learning?

A) To train the model

B) To evaluate model performance on data it hasn’t seen during training
C) To store backup copies

D) To test computer hardware

Correct Answer: B

Explanation: Testing data (or test set) is used to evaluate how well a trained model performs on new,
unseen data, providing an estimate of real-world performance and helping detect overfitting. Option A
describes training data. Option C relates to data backup. Option D relates to hardware testing.

Question 49 [Medium]

What is “ensemble learning” in Al?

A) Using multiple Al systems together to improve overall performance
B) Training models on music ensembles

C) A type of unsupervised learning

D) Learning that occurs in groups of people

Correct Answer: A

Explanation: Ensemble learning combines multiple Al models (often diverse types) to improve overall
performance, accuracy, and robustness beyond what individual models achieve. Common techniques
include bagging, boosting, and stacking. Options B and D misinterpret “ensemble.” Option C
incorrectly categorizes it as unsupervised learning.

Question 50 [Hard]

An organization is implementing a generative Al system that creates content. Which
technical characteristic poses the GREATEST governance challenge?

A) The system’s processing speed

B) The system’s ability to generate novel content that may include misinformation, biased content, or
copyrighted material

C) The system’s energy consumption

D) The system’s user interface design

Correct Answer: B
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Explanation: Generative Al’s ability to create novel content poses significant governance challenges
including potential generation of misinformation, biased or harmful content, privacy violations, and
copyright infringement. These risks require robust governance controls including content filtering, hu-
man review, and use case restrictions. Options A, C, and D, while potentially relevant, are secondary
to the fundamental content generation risks.

Chapter 3: Al Risks & Harms (Questions 51-75)
Question 51 [Easy]

What is algorithmic bias?

A) A preference for certain algorithms over others

B) Systematic and unfair discrimination in Al system outputs that disadvantages certain groups
C) A technical error in code

D) A type of computer virus

Correct Answer: B

Explanation: Algorithmic bias refers to systematic and unfair discrimination in Al system outputs that
disadvantages certain groups based on characteristics like race, gender, age, or other protected at-
tributes. This can result from biased training data, algorithm design, or deployment contexts. Option A
misinterprets the term. Option C is too narrow. Option D is unrelated.

Question 52 [Easy]

Which of the following is an example of Al-related harm?

A) Faster data processing

B) A facial recognition system that has higher error rates for certain demographic groups
C) Improved customer service

D) Automated report generation

Correct Answer: B

Explanation: A facial recognition system with higher error rates for certain demographic groups rep-
resents Al-related harm through discriminatory performance that can lead to misidentification and un-
fair treatment. Options A, C, and D describe benefits or neutral capabilities rather than harms.

Question 53 [Medium]

What is “privacy harm” in the context of Al systems?

A) Physical harm to individuals

B) Unauthorized collection, use, or disclosure of personal information, or invasive inferences about in-
dividuals

C) Damage to computer hardware

D) Financial losses only

Correct Answer: B
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Explanation: Privacy harm in Al contexts includes unauthorized collection, use, or disclosure of per-
sonal information, as well as invasive inferences about individuals that they haven’t consented to or
may not be aware of. Al systems can aggregate data to make sensitive inferences. Option A refers to
physical harm. Option C relates to hardware. Option D is too narrow.

Question 54 [Medium]

An Al system used for credit decisions consistently denies applications from a particular
neighborhood. What type of harm does this potentially represent?

A) No harm if the system is accurate

B) Discriminatory harm that may violate fair lending laws and perpetuate systemic inequality
C) Only a technical error

D) Acceptable business practice

Correct Answer: B

Explanation: Systematically denying credit to a particular neighborhood may constitute discriminat-
ory harm, potentially violating fair lending laws (like the Equal Credit Opportunity Act) and perpetuat-
ing systemic inequality, even if correlated with default rates. This requires investigation for proxy dis-
crimination and disparate impact. Option A ignores legal and ethical concerns. Option C oversimplifies.
Option D is incorrect legally and ethically.

Question 55 [Easy]

What is “data poisoning” in Al security?

A) Corrupting food data in recipe applications

B) Intentionally manipulating training data to cause Al systems to learn incorrect patterns or behaviors

C) Deleting all data
D) Encrypting data

Correct Answer: B

Explanation: Data poisoning is a security attack where adversaries intentionally manipulate training
data to cause Al systems to learn incorrect patterns, behaviors, or backdoors, compromising system
integrity and reliability. Options A, C, and D misunderstand or oversimplify the concept.

Question 56 [Medium]

What is an “adversarial attack” on an Al system?

A) Competing Al companies

B) Deliberately crafted inputs designed to cause Al systems to make mistakes or behave unexpectedly
C) Negative reviews of Al products

D) Hardware failures

Correct Answer: B
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Explanation: Adversarial attacks involve deliberately crafted inputs (often imperceptible to humans)
designed to cause Al systems to make mistakes, misclassify data, or behave unexpectedly. This is a
significant security concern. Option A misinterprets “adversarial.” Option C relates to reputation.
Option D relates to hardware.

Question 57 [Hard]

A healthcare Al system occasionally makes diagnostic errors. When evaluating the harm,
which factor is MOST important from a governance perspective?

A) The total number of errors regardless of impact

B) The severity of harm, affected populations, and whether errors are systematic or random
C) Only the system’s average accuracy rate

D) The cost of the system

Correct Answer: B

Explanation: Governance must evaluate harm comprehensively: severity (minor vs. life-threatening),
affected populations (whether errors disproportionately impact certain groups), and whether errors are
systematic (indicating bias) or random. This informs appropriate risk mitigation. Option A ignores
severity and patterns. Option C focuses only on aggregate accuracy. Option D prioritizes cost over
harm.

Question 58 [Easy]

What is “automation bias”?

A) Bias in automated manufacturing

B) The tendency for humans to favor suggestions from automated systems, even when they’re incor-
rect

C) Bias against using automation

D) A type of algorithmic bias

Correct Answer: B

Explanation: Automation bias is the human tendency to favor suggestions or decisions from auto-
mated systems, even when they’re incorrect or when contradictory information is available. This can
lead to over-reliance on Al systems and failure to exercise appropriate human judgment. Options A
and C misinterpret the term. Option D confuses it with algorithmic bias.

Question 59 [Medium]

What is “model inversion” as a privacy risk?

A) Running Al models backwards

B) An attack where adversaries reconstruct training data or infer sensitive information from model out-
puts

C) Inverting image colors

D) A mathematical operation
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Correct Answer: B

Explanation: Model inversion is a privacy attack where adversaries use model outputs and queries to
reconstruct training data or infer sensitive information about individuals in the training set, potentially
exposing private information. Options A and C misinterpret the term. Option D is too vague.

Question 60 [Easy]

What is “fairness” in the context of Al systems?

A) Equal treatment of all inputs

B) Ensuring Al systems don’t discriminate unfairly and provide equitable outcomes across different
groups

C) Making Al systems free to use

D) Ensuring Al systems are easy to use

Correct Answer: B

Explanation: Fairness in Al means ensuring systems don’t discriminate unfairly against individuals or
groups and provide equitable outcomes, though defining and measuring fairness can be complex with
multiple mathematical definitions. Option A oversimplifies. Options C and D relate to cost and usability.

Question 61 [Medium]

Which of the following represents a “dual-use” concern with Al?

A) Using Al for two different tasks

B) Al technology developed for beneficial purposes that could also be used for harmful purposes
C) Two companies using the same Al

D) Al systems with two processors

Correct Answer: B

Explanation: Dual-use concerns arise when Al technology developed for beneficial purposes (e.qg.,
deepfake detection, language models) could also be misused for harmful purposes (e.g., creating
deepfakes, generating misinformation). This requires governance consideration of potential misuse.
Options A, C, and D misinterpret “dual-use.”

Question 62 [Hard]

An Al system for resume screening is found to disadvantage female candidates. Investiga-
tion reveals the training data included historical hiring decisions that reflected past
discrimination. What type of harm is this, and what’s the root cause?

A) Random error; poor algorithm design

B) Discriminatory harm; historical bias in training data perpetuated by the Al system
C) No harm; the system is just reflecting reality

D) Privacy harm; data breach

Correct Answer: B
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Explanation: This is discriminatory harm where historical bias in training data (past discriminatory
hiring decisions) is learned and perpetuated by the Al system, amplifying existing inequality. This
demonstrates how Al can encode and scale historical discrimination. Option A misidentifies it as
random. Option C dangerously accepts discrimination. Option D misidentifies the harm type.

Question 63 [Easy]

What is “transparency” as it relates to Al harms?

A) Using clear glass in computer monitors

B) Providing visibility into Al system capabilities, limitations, and decision-making processes
C) Making all source code public

D) Transparent pricing

Correct Answer: B

Explanation: Transparency in Al means providing appropriate visibility into system capabilities, limit-
ations, decision-making processes, and potential harms, enabling stakeholders to make informed de-
cisions and hold systems accountable. Option A is literal misinterpretation. Option C confuses
transparency with open source. Option D relates to pricing.

Question 64 [Medium]

What is “representational harm” in Al?

A) Harm to company reputation

B) When Al systems reinforce stereotypes, denigrate, or fail to recognize certain groups
C) Harm to data representations

D) Physical harm

Correct Answer: B

Explanation: Representational harm occurs when Al systems reinforce stereotypes, denigrate certain
groups, or fail to recognize them appropriately (e.g., image recognition failing to recognize certain eth-
nicities, or language models generating stereotypical content). This affects dignity and social standing.
Options A, C, and D misidentify the harm type.

Question 65 [Easy]

What is a “false positive” in Al system errors?

A) A positive outcome

B) When a system incorrectly identifies something as present or true when it's not
C) A correct prediction

D) A system malfunction

Correct Answer: B

Explanation: A false positive occurs when an Al system incorrectly identifies something as present,
true, or positive when it's actually absent, false, or negative (e.g., flagging a legitimate transaction as



25

fraudulent). The impact depends on the use case. Options A and C describe correct outcomes. Option
D is too vague.

Question 66 [Medium]

In a criminal justice Al system, which type of error is typically considered MORE harmful
from an ethical perspective?

A) False positives and false negatives are equally harmful

B) False positives (incorrectly predicting someone will reoffend) due to liberty interests
C) False negatives (failing to predict reoffending) due to public safety

D) Neither type of error matters if overall accuracy is high

Correct Answer: B

Explanation: In criminal justice contexts, false positives (incorrectly predicting reoffending) are often
considered more ethically problematic because they may result in unjust detention or denial of liberty
based on incorrect predictions. However, this involves complex ethical trade-offs. Option A ignores
context-specific harm. Option C prioritizes public safety over individual rights. Option D ignores that
error types have different ethical implications.

Question 67 [Easy]

What is “model opacity”?

A) Physical darkness of computer screens

B) The difficulty in understanding how an Al model makes decisions, often called “black box” problem
C) Encrypted models

D) Models that process images

Correct Answer: B

Explanation: Model opacity (or the “black box” problem) refers to the difficulty in understanding how
complex Al models, particularly deep neural networks, make decisions, which creates challenges for
accountability, debugging, and trust. Options A and D misinterpret “opacity.” Option C relates to en-
cryption.

Question 68 [Medium]

What is “allocative harm” in Al systems?

A) Harm from poor resource allocation in IT departments

B) When Al systems unfairly distribute opportunities, resources, or services to different groups
C) Harm from data storage allocation

D) Physical harm from robots

Correct Answer: B

Explanation: Allocative harm occurs when Al systems unfairly distribute opportunities, resources, or
services (e.g., credit, jobs, healthcare) to different groups, resulting in material disadvantage. This is
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distinct from representational harm. Options A and C relate to IT resources. Option D refers to physical
harm.

Question 69 [Hard]

An Al system exhibits high overall accuracy but significantly lower accuracy for a minority
group. From a harm perspective, what is the PRIMARY concern?

A) No concern since overall accuracy is high

B) Disparate impact and discriminatory harm to the minority group, regardless of overall accuracy
C) Only a technical problem requiring minor adjustments

D) The minority group’s data is the problem

Correct Answer: B

Explanation: Significantly lower accuracy for a minority group represents disparate impact and dis-
criminatory harm, regardless of high overall accuracy. This can violate anti-discrimination laws and
ethical principles. Governance must address performance disparities across groups. Option A ignores
group-specific harm. Option C minimizes the issue. Option D inappropriately blames the affected
group.

Question 70 [Easy]

What is “informed consent” in the context of Al and data?

A) Consent forms written in simple language

B) Individuals” voluntary agreement to data use based on clear understanding of purposes, risks, and
implications

C) Automatic consent when using technology

D) Consent that doesn’t require explanation

Correct Answer: B

Explanation: Informed consent means individuals voluntarily agree to data collection and use based
on clear, understandable information about purposes, risks, implications, and their rights. This is fun-
damental to privacy and autonomy. Option A focuses only on language simplicity. Option C describes
implied consent. Option D contradicts “informed.”

Question 71 [Medium]

What is “function creep” in Al systems?

A) Slow system performance

B) Gradual expansion of Al system use beyond its original purpose without proper governance
C) Creeping errors in code

D) Physical movement of Al hardware

Correct Answer: B
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Explanation: Function creep occurs when an Al system gradually expands beyond its original purpose
or scope without proper governance, risk assessment, or consent, potentially creating new harms. For
example, a health monitoring system used for employee surveillance. Options A and D relate to
performance or physical movement. Option C relates to code errors.

Question 72 [Easy]

What is “data minimization” as a principle for reducing Al harms?

A) Making data files smaller

B) Collecting and processing only the minimum data necessary for the specified purpose
C) Minimizing data storage costs

D) Reducing the number of databases

Correct Answer: B

Explanation: Data minimization is the principle of collecting and processing only the minimum per-
sonal data necessary for the specified purpose, reducing privacy risks and potential harms from data
breaches or misuse. Options A and C focus on technical/cost aspects. Option D relates to database
management.

Question 73 [Medium]

What is “surveillance harm” in Al contexts?

A) Harm to surveillance cameras

B) Harm from excessive monitoring that chills behavior, invades privacy, or enables control
C) Harm from lack of security cameras

D) Harm to security personnel

Correct Answer: B

Explanation: Surveillance harm arises from excessive or inappropriate monitoring enabled by Al sys-
tems (e.qg., facial recognition, behavior tracking) that chills free behavior, invades privacy, or enables
inappropriate control or discrimination. This affects autonomy and freedom. Options A, C, and D
misidentify the harm.

Question 74 [Hard]

A city implements an Al system for predictive policing that directs officers to certain
neighborhoods. The system is trained on historical crime data. What is the MOST
significant potential harm?

A) No harm if the system is accurate

B) Feedback loops that perpetuate over-policing of already over-policed communities, amplifying
historical bias

C) Only privacy concerns

D) Reduced police efficiency

Correct Answer: B
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Explanation: Predictive policing systems trained on historical data can create feedback loops: over-
policed communities generate more crime data, leading to more predicted crime, resulting in more
policing, perpetuating and amplifying historical bias and discriminatory enforcement. Option A ignores
systemic bias. Option C is too narrow. Option D focuses on efficiency rather than harm.

Question 75 [Medium]

What is “environmental harm” related to Al systems?

A) Al systems that monitor the environment

B) Energy consumption and carbon emissions from training and running large Al models
C) Harm to environmental sensors

D) Al systems used in environmental science

Correct Answer: B

Explanation: Environmental harm from Al includes significant energy consumption and carbon emis-
sions from training and operating large Al models, particularly large language models and deep learn-
ing systems, contributing to climate change. Options A and D describe environmental applications.
Option C relates to hardware.

Chapter 4: Al Ethics & Responsible Al (Questions
76-100)

Question 76 [Easy]

What is the primary goal of “Responsible Al”?

A) Maximizing Al system speed

B) Developing and deploying Al systems that are ethical, fair, transparent, and accountable
C) Reducing Al development costs

D) Eliminating human involvement in Al

Correct Answer: B

Explanation: Responsible Al aims to develop and deploy Al systems that embody ethical principles
including fairness, transparency, accountability, privacy, and safety, ensuring Al benefits society while
minimizing harms. Options A and C prioritize performance and cost. Option D contradicts responsible
Al principles that emphasize human oversight.

Question 77 [Easy]

Which of the following is a core principle of Al ethics?

A) Profit maximization

B) Fairness and non-discrimination
C) Complexity maximization

D) Automation of all decisions
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Correct Answer: B

Explanation: Fairness and non-discrimination is a core principle of Al ethics, ensuring Al systems
don’t unfairly disadvantage individuals or groups. Other core principles include transparency, account-
ability, privacy, and safety. Options A, C, and D don’t represent ethical principles.

Question 78 [Medium]

What does “accountability” mean in the context of Al ethics?

A) Keeping accurate financial records

B) Clear assignment of responsibility for Al system decisions and outcomes, with mechanisms for re-
dress

C) Counting the number of Al systems

D) Automated decision-making without human involvement

Correct Answer: B

Explanation: Accountability in Al ethics means clearly assigning responsibility for Al system de-
cisions, outcomes, and impacts to specific individuals or organizations, with mechanisms for explana-
tion, redress, and remedy when harms occur. Option A relates to financial accounting. Option C
misinterprets the term. Option D contradicts accountability.

Question 79 [Easy]

What is “human agency” in Al ethics?

A) Employment agencies for Al workers

B) Preserving human autonomy, control, and decision-making authority in Al systems
C) Agencies that regulate Al

D) Al systems that act like humans

Correct Answer: B

Explanation: Human agency in Al ethics refers to preserving human autonomy, control, and mean-
ingful decision-making authority, ensuring Al systems augment rather than replace human judgment
in significant decisions. Options A and C misinterpret “agency.” Option D describes Al capabilities.

Question 80 [Medium]

An Al system makes recommendations that humans typically follow without review. From
an ethical perspective, what is the PRIMARY concern?

A) The system is too efficient

B) Erosion of human agency and accountability, with automation bias leading to uncritical acceptance
C) The system costs too much

D) The system is too slow

Correct Answer: B
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Explanation: When humans routinely accept Al recommendations without meaningful review, this
erodes human agency and accountability, with automation bias leading to uncritical acceptance even
of errors. This is ethically problematic, especially for high-stakes decisions. Options A, C, and D focus
on efficiency or cost rather than ethical concerns.

Question 81 [Easy]

What is “beneficence” as an Al ethics principle?

A) Financial benefits from Al

B) Al systems should promote well-being and benefit individuals and society
C) Charitable donations by Al companies

D) Al systems should be expensive

Correct Answer: B

Explanation: Beneficence is the ethical principle that Al systems should promote well-being and
provide benefits to individuals and society, actively contributing to human flourishing. This is paired
with non-maleficence (avoiding harm). Options A and C relate to financial matters. Option D is unre-
lated.

Question 82 [Medium]

What is “non-maleficence” in Al ethics?

A) Not using Al for medical purposes

B) The obligation to avoid causing harm through Al systems
C) Preventing Al from being too powerful

D) Avoiding expensive Al systems

Correct Answer: B

Explanation: Non-maleficence is the ethical obligation to avoid causing harm through Al systems, re-
quiring proactive identification and mitigation of potential harms. This is a foundational principle from
medical ethics applied to Al. Options A, C, and D misinterpret the principle.

Question 83 [Hard]

Two Al ethics principles appear to conflict: transparency (explaining decisions) and privacy
(protecting data). How should this tension BEST be resolved?

A) Always prioritize transparency over privacy

B) Always prioritize privacy over transparency

C) Balance both principles through context-specific approaches like privacy-preserving explanations
D) Ignore both principles

Correct Answer: C

Explanation: Ethical tensions require context-specific balancing rather than absolute prioritization.
Privacy-preserving explanation techniques, aggregate explanations, and appropriate disclosure levels
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can balance transparency and privacy. Options A and B make absolute claims that ignore context.
Option D abandons ethical principles.

Question 84 [Easy]

What is “dignity” in the context of Al ethics?

A) Formal titles for Al systems

B) Respecting the inherent worth and rights of individuals in Al system design and deployment
C) Expensive Al systems

D) Al systems for government use

Correct Answer: B

Explanation: Dignity in Al ethics means respecting the inherent worth, rights, and humanity of indi-
viduals, ensuring Al systems don’t dehumanize, objectify, or treat people merely as data points. This
includes respecting autonomy and avoiding degrading treatment. Options A, C, and D misinterpret the
concept.

Question 85 [Medium]

What is “value alignment” in Al ethics?

A) Aligning Al system costs with budgets

B) Ensuring Al systems’ goals and behaviors align with human values and societal norms
C) Aligning data in databases

D) Financial valuation of Al systems

Correct Answer: B

Explanation: Value alignment refers to ensuring Al systems’ goals, behaviors, and outcomes align
with human values, ethical principles, and societal norms, rather than pursuing objectives that conflict
with human interests. This is particularly important for advanced Al systems. Options A, C, and D
relate to financial or technical alignment.

Question 86 [Easy]

What is “justice” as an Al ethics principle?

A) Legal proceedings involving Al

B) Fair distribution of Al benefits and burdens across society, avoiding exacerbation of inequality
C) Al systems for courts

D) Punishing Al systems for errors

Correct Answer: B

Explanation: Justice in Al ethics concerns fair distribution of Al benefits and burdens across society,
ensuring Al doesn’t exacerbate existing inequalities or create new ones, and that all groups can bene-
fit from Al advances. Option A relates to legal systems. Options C and D misinterpret the principle.
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Question 87 [Medium]

An Al system could significantly benefit wealthy users but may disadvantage low-income
users who lack access. Which ethical principle is MOST relevant?

A) Efficiency

B) Justice and equitable access
C) Profitability

D) Innovation

Correct Answer: B

Explanation: Justice and equitable access are most relevant when Al benefits are distributed un-
equally, potentially exacerbating existing inequalities. Ethical Al development should consider access-
ibility and avoid creating or widening digital divides. Options A, C, and D prioritize other values over
equity.

Question 88 [Easy]

What is “explicability” in Al ethics?

A) The ability to explain Al system decisions in understandable terms
B) Making Al systems more complex

C) Explicit content filtering

D) Export capabilities

Correct Answer: A

Explanation: Explicability (closely related to explainability) is the ability to explain Al system de-
cisions, behaviors, and outcomes in terms that relevant stakeholders can understand, supporting
transparency and accountability. Options B, C, and D misinterpret the term.

Question 89 [Medium]

What is “contestability” in Al ethics?

A) Competitive Al markets

B) The ability for individuals to challenge, appeal, or seek review of Al system decisions
C) Al systems that compete with each other

D) Controversial Al applications

Correct Answer: B

Explanation: Contestability is the principle that individuals should be able to challenge, appeal, or
seek human review of Al system decisions that significantly affect them, ensuring accountability and
redress mechanisms. This is particularly important for high-stakes decisions. Options A and C relate to
competition. Option D relates to controversy.
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Question 90 [Hard]

An organization must choose between two Al systems: System A is more accurate but less
explainable; System B is less accurate but more explainable. The application is loan
approval. Which ethical consideration should MOST influence the decision?

A) Always choose the more accurate system

B) Balance accuracy with explainability, considering legal requirements for explanation and the need
for contestability

C) Always choose the more explainable system

D) Choose based solely on cost

Correct Answer: B

Explanation: Loan approval involves significant individual impact and legal requirements (e.g., ad-
verse action notices under ECOA). The decision should balance accuracy with explainability, consider-
ing legal obligations, the need for contestability, and the ability to identify and address discrimination.
Absolute prioritization (A or C) ignores important trade-offs. Option D ignores ethical considerations.

Question 91 [Easy]

What is “privacy by design” in Al ethics?

A) Designing private offices for Al developers

B) Integrating privacy protections into Al system design from the beginning, not as an afterthought
C) Designing Al systems in private

D) Privacy settings in user interfaces

Correct Answer: B

Explanation: Privacy by design means integrating privacy protections into Al system design from the
beginning, making privacy a core feature rather than an afterthought or add-on. This includes data
minimization, purpose limitation, and security measures. Options A and C misinterpret the concept.
Option D is too narrow.

Question 92 [Medium]

What is “dual use” as an ethical concern in Al?

A) Using Al for two purposes simultaneously

B) Al technologies that can be used for both beneficial and harmful purposes
C) Two users sharing an Al system

D) Al systems with two processors

Correct Answer: B

Explanation: Dual use refers to Al technologies that can be used for both beneficial and harmful pur-
poses (e.g., facial recognition for security vs. surveillance, language models for education vs. misin-
formation). This creates ethical obligations to consider potential misuse. Options A, C, and D
misinterpret the concept.
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Question 93 [Easy]

What is “informed consent” in Al ethics?

A) Consent forms that are informative

B) Individuals’ voluntary agreement based on clear understanding of data use, purposes, and implica-
tions

C) Automatic consent when using technology

D) Consent without explanation

Correct Answer: B

Explanation: Informed consent requires individuals to voluntarily agree to data collection and use
based on clear, understandable information about purposes, risks, implications, and their rights, re-
specting autonomy. Option A is superficial. Option C describes implied consent. Option D contradicts
“informed.”

Question 94 [Medium]

An Al system collects data for one purpose but the organization wants to use it for a
different purpose. What ethical principle is MOST relevant?

A) Efficiency

B) Purpose limitation and informed consent
C) Innovation

D) Cost reduction

Correct Answer: B

Explanation: Purpose limitation (using data only for specified purposes) and informed consent (ob-
taining agreement for new uses) are most relevant. Using data for purposes beyond original consent
violates privacy principles and may violate data protection laws. Options A, C, and D prioritize other
values over ethical data use.

Question 95 [Hard]

An Al ethics framework includes principles of fairness, transparency, and accountability.
However, implementing all three fully would make the system commercially unviable. How
should this be approached?

A) Abandon the Al project entirely

B) Ignore ethics to ensure commercial viability

C) Assess whether the use case is appropriate for Al, explore technical solutions, and find acceptable
balances that meet minimum ethical standards

D) Implement ethics only if competitors do

Correct Answer: C

Explanation: Ethical tensions require thoughtful analysis: assess whether the use case is appropriate
for Al given constraints, explore technical solutions (e.g., privacy-preserving techniques), and find ac-
ceptable balances that meet minimum ethical and legal standards. If this isn’t possible, the use case
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may be inappropriate. Option A is premature. Option B abandons ethics. Option D makes ethics
contingent on competition.

Question 96 [Easy]

What is “algorithmic transparency”?

A) Transparent computer screens

B) Providing visibility into how algorithms work, make decisions, and impact individuals
C) Making all source code public

D) Transparent pricing for algorithms

Correct Answer: B

Explanation: Algorithmic transparency means providing appropriate visibility into how algorithms
work, make decisions, and impact individuals, enabling understanding, accountability, and trust. The
level of transparency should be appropriate for stakeholders. Option A is literal misinterpretation.
Option C confuses transparency with open source. Option D relates to pricing.

Question 97 [Medium]

What is “meaningful human control” in Al ethics?

A) Humans controlling Al with meaningful gestures

B) Ensuring humans retain appropriate authority and ability to oversee, intervene in, and override Al
decisions

C) Al systems that understand human meaning

D) Controlling Al development costs

Correct Answer: B

Explanation: Meaningful human control ensures humans retain appropriate authority and ability to
oversee, intervene in, and override Al system decisions, particularly for high-stakes applications. This
preserves human agency and accountability. Options A, C, and D misinterpret the concept.

Question 98 [Easy]

What is “safety” as an Al ethics principle?

A) Physical safety of Al hardware

B) Ensuring Al systems operate reliably without causing unintended harm
C) Workplace safety for Al developers

D) Data backup safety

Correct Answer: B

Explanation: Safety in Al ethics means ensuring systems operate reliably, predictably, and securely
without causing unintended harm, including technical safety (avoiding failures) and broader safety
(avoiding harmful outcomes). Options A and C relate to physical safety. Option D relates to data pro-
tection.
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Question 99 [Medium]

What is “sustainability” as an emerging Al ethics principle?

A) Sustaining Al company profits

B) Considering environmental impact and long-term societal effects of Al systems
C) Maintaining Al systems indefinitely

D) Sustainable business models

Correct Answer: B

Explanation: Sustainability in Al ethics involves considering environmental impacts (energy con-
sumption, carbon emissions) and long-term societal effects, ensuring Al development doesn’t com-
promise future generations’ well-being. Options A and D relate to business sustainability. Option C
relates to system maintenance.

Question 100 [Hard]

An Al system embodies all major ethical principles but would displace 30% of a company’s
workforce. From an ethical perspective, what is the MOST appropriate approach?

A) Deploy immediately since the system is ethical

B) Never deploy Al that displaces workers

C) Consider broader ethical obligations including just transition, retraining, and stakeholder
engagement, not just system-level ethics

D) Deploy secretly to avoid controversy

Correct Answer: C

Explanation: Ethical Al deployment requires considering broader obligations beyond system-level
ethics, including impacts on workers, just transition planning, retraining opportunities, stakeholder en-
gagement, and societal effects. System ethics alone is insufficient. Option A ignores workforce
impacts. Option B makes an absolute claim. Option D is unethical and impractical.

Chapter 5: Stakeholders in Al Governance (Questions
101-125)

Question 101 [Easy]

Who are “stakeholders” in Al governance?

A) Only company shareholders

B) All individuals, groups, and entities affected by or having interest in Al systems
C) Only Al developers

D) Only government regulators

Correct Answer: B
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Explanation: Stakeholders in Al governance include all individuals, groups, and entities affected by or
having legitimate interest in Al systems, including developers, users, affected individuals, regulators,
civil society, and the broader public. Options A, C, and D are too narrow.

Question 102 [Easy]

Which stakeholder group typically has PRIMARY responsibility for implementing Al
governance within an organization?

A) External consultants

B) Senior leadership and designated governance roles (e.g., Al ethics board, compliance officers)
C) Only the legal department

D) Only data scientists

Correct Answer: B

Explanation: Senior leadership and designated governance roles (Al ethics boards, compliance of-
ficers, risk management) have primary responsibility for implementing Al governance, though imple-
mentation requires cross-functional collaboration. Options A, C, and D are too narrow or exclude key
responsible parties.

Question 103 [Medium]

What role do “affected individuals” play as stakeholders in Al governance?

A) No role; they are passive recipients

B) They provide important perspectives on impacts, risks, and fairness, and should have voice in gov-
ernance

C) They are only relevant after harms occur

D) They should design all Al systems

Correct Answer: B

Explanation: Affected individuals are crucial stakeholders who provide important perspectives on Al
impacts, risks, and fairness. Meaningful stakeholder engagement includes their voices in governance
decisions, impact assessments, and system design. Option A ignores their importance. Option C limits
engagement to post-harm. Option D is impractical.

Question 104 [Easy]

What is the role of regulators as stakeholders in Al governance?

A) To develop Al systems

B) To establish legal requirements, provide guidance, and enforce compliance
C) To replace organizational governance

D) To fund Al development

Correct Answer: B



38

Explanation: Regulators establish legal requirements, provide guidance and standards, and enforce
compliance, creating the external governance environment within which organizations operate. They
don’t develop systems (A), replace organizational governance (C), or primarily fund development (D).

Question 105 [Medium]

An organization is developing an Al system for healthcare. Which stakeholders should be
engaged in governance decisions?

A) Only the development team

B) Healthcare providers, patients, ethicists, legal experts, data protection officers, and affected com-
munities

C) Only hospital administrators

D) Only the Al vendor

Correct Answer: B

Explanation: Healthcare Al requires engagement with diverse stakeholders including healthcare pro-
viders (users), patients (affected individuals), ethicists (ethical implications), legal experts (compli-
ance), data protection officers (privacy), and affected communities (broader impacts). Options A, C,
and D are too narrow and exclude critical perspectives.

Question 106 [Easy]

What is “stakeholder engagement” in Al governance?

A) Engaging stakeholders in social media

B) Systematically involving relevant stakeholders in governance decisions, impact assessments, and
system design

C) Hiring stakeholders as employees

D) Sending stakeholders marketing materials

Correct Answer: B

Explanation: Stakeholder engagement means systematically involving relevant stakeholders in gov-
ernance decisions, impact assessments, and system design through consultation, participation, and
collaboration. Options A and D relate to communication. Option C relates to employment.

Question 107 [Medium]

What is the role of civil society organizations as stakeholders in Al governance?

A) They have no role in Al governance

B) They advocate for public interest, provide independent oversight, and represent affected com-
munities

C) They should control all Al development

D) They only criticize Al systems

Correct Answer: B
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Explanation: Civil society organizations play important roles advocating for public interest, providing
independent oversight, representing affected communities, and contributing expertise on social im-
pacts and rights. They don’t control development (C) but provide valuable external perspectives.
Options A and D undervalue or mischaracterize their role.

Question 108 [Hard]

Different stakeholder groups have conflicting interests regarding an Al system: developers
want rapid deployment, legal wants extensive review, affected communities want more
transparency, and business wants cost minimization. How should these conflicts be BEST
resolved?

A) Let the most powerful stakeholder decide

B) Ignore stakeholders with less power

C) Use structured governance processes to balance interests, prioritizing legal compliance and harm
prevention

D) Deploy first and address concerns later

Correct Answer: C

Explanation: Stakeholder conflicts require structured governance processes that balance legitimate
interests while prioritizing legal compliance, harm prevention, and ethical principles. This may involve
trade-offs but should not simply defer to power (A), ignore stakeholders (B), or delay addressing
concerns (D).

Question 109 [Easy]

What is the role of data subjects as stakeholders?

A) They have no role

B) They are individuals whose data is used, with rights to information, access, and control
C) They are only relevant for marketing

D) They should not be informed about data use

Correct Answer: B

Explanation: Data subjects are individuals whose personal data is collected and used by Al systems.
They have legal rights (under laws like GDPR) to information, access, correction, and control over their
data, making them key stakeholders. Options A and D ignore their rights. Option C is too narrow.

Question 110 [Medium]

What is “participatory design” in Al governance?

A) Designing Al systems in groups

B) Involving affected stakeholders in the design process to ensure systems meet needs and address
concerns

C) Designing Al for participation in events

D) Crowdsourcing Al development
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Correct Answer: B

Explanation: Participatory design involves meaningfully involving affected stakeholders in the Al sys-
tem design process to ensure systems meet actual needs, address concerns, and incorporate diverse
perspectives. This goes beyond consultation to active participation. Options A and D misinterpret the
concept. Option C is unrelated.

Question 111 [Easy]

What role do Al developers play as stakeholders?

A) They have no governance responsibilities

B) They implement governance requirements and have professional responsibility for ethical develop-
ment

C) They should ignore governance to focus on innovation

D) They are not stakeholders

Correct Answer: B

Explanation: Al developers are key stakeholders who implement governance requirements and have
professional responsibility for ethical development, including considering impacts, following best prac-
tices, and raising concerns. Options A and D ignore their role. Option C contradicts responsible devel-

opment.

Question 112 [Medium]

An Al system will significantly impact a marginalized community. What is the MOST
appropriate approach to stakeholder engagement?

A) No special engagement is needed

B) Proactive, meaningful engagement with community representatives throughout development, with
attention to power dynamics

C) Inform the community after deployment

D) Engage only through surveys

Correct Answer: B

Explanation: Significant impacts on marginalized communities require proactive, meaningful engage-
ment with community representatives throughout development, with attention to power dynamics, ac-
cessibility, and ensuring genuine influence on decisions. Option A ignores impact. Option C delays
engagement. Option D may be insufficient for meaningful participation.

Question 113 [Easy]

What is the role of ethics committees or boards in Al governance?

A) To slow down Al development

B) To provide ethical oversight, review high-risk systems, and advise on ethical issues
C) To replace legal compliance

D) To develop Al systems
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Correct Answer: B

Explanation: Ethics committees or boards provide ethical oversight, review high-risk Al systems, ad-
vise on ethical issues, and help organizations navigate ethical dilemmas. They complement but don’t
replace legal compliance (C) and don’t develop systems (D). Option A mischaracterizes their purpose.

Question 114 [Medium]

What is “stakeholder mapping” in Al governance?

A) Creating geographic maps of stakeholders

B) Systematically identifying and analyzing stakeholders, their interests, and influence
C) Mapping stakeholder social media profiles

D) Assigning stakeholders to teams

Correct Answer: B

Explanation: Stakeholder mapping is the process of systematically identifying relevant stakeholders,
analyzing their interests, concerns, influence, and relationships to inform engagement strategies and
governance decisions. Options A and C misinterpret “mapping.” Option D relates to team assignment.

Question 115 [Hard]

An organization’s Al governance includes a stakeholder advisory board with representat-
ives from affected communities. The board raises concerns about a planned Al system, but
addressing concerns would significantly delay deployment. What should the organization
do?

A) Ignore the advisory board since it’s only advisory

B) Deploy immediately and address concerns later

C) Seriously consider the concerns, investigate further, and delay deployment if significant risks are
identified

D) Disband the advisory board

Correct Answer: C

Explanation: Advisory boards provide valuable perspectives that should be seriously considered.
Concerns from affected community representatives warrant investigation and may indicate significant
risks requiring mitigation before deployment. Ignoring stakeholders (A), deploying despite concerns
(B), or disbanding the board (D) undermines governance and stakeholder engagement.

Question 116 [Easy]

What is the role of legal counsel as stakeholders in Al governance?

A) To prevent all Al development

B) To ensure compliance with laws and regulations and advise on legal risks
C) To develop Al algorithms

D) To market Al systems
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Correct Answer: B

Explanation: Legal counsel ensures Al systems comply with applicable laws and regulations, advises
on legal risks, and helps navigate regulatory requirements. They don’t prevent development (A),
develop algorithms (C), or handle marketing (D).

Question 117 [Medium]

What is “transparency to stakeholders” in Al governance?

A) Making all technical details public

B) Providing stakeholders with appropriate information about Al systems relevant to their interests and
rights

C) Transparent pricing

D) Physical transparency of hardware

Correct Answer: B

Explanation: Transparency to stakeholders means providing appropriate information about Al sys-
tems relevant to their interests, rights, and needs—which varies by stakeholder group. This doesn’t re-
quire revealing all technical details (A) or trade secrets. Options C and D misinterpret transparency.

Question 118 [Easy]

What role do customers or users play as stakeholders?

A) No role beyond purchasing

B) They provide feedback, have rights to information and safety, and are affected by system perform-
ance

C) They should design all systems

D) They are not stakeholders

Correct Answer: B

Explanation: Customers and users are key stakeholders who provide feedback, have rights to inform-
ation and safety, and are directly affected by system performance, usability, and impacts. Options A
and D ignore their importance. Option C is impractical.

Question 119 [Medium]

An Al system affects multiple stakeholder groups differently: it benefits customers but
may disadvantage workers. How should governance address this?

A) Prioritize the largest stakeholder group

B) Ignore smaller stakeholder groups

C) Consider impacts on all stakeholder groups and seek to balance benefits and harms fairly
D) Only consider financial stakeholders

Correct Answer: C
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Explanation: Governance should consider impacts on all stakeholder groups and seek fair balancing
of benefits and harms, not simply prioritizing by size (A), ignoring groups (B), or focusing only on
financial stakeholders (D). This may involve mitigation measures for disadvantaged groups.

Question 120 [Easy]

What is the role of industry associations as stakeholders?

A) They have no governance role

B) They develop standards, share best practices, and facilitate industry-wide governance approaches
C) They replace government regulation

D) They only lobby against regulation

Correct Answer: B

Explanation: Industry associations develop standards, share best practices, facilitate industry-wide
governance approaches, and provide forums for collaboration. They complement but don’t replace
regulation (C). Option D mischaracterizes their role. Option A ignores their contributions.

Question 121 [Medium]

What is “accountability to stakeholders” in Al governance?

A) Financial accounting

B) Being answerable to stakeholders for Al system decisions, impacts, and governance practices
C) Counting stakeholders

D) Stakeholder employment

Correct Answer: B

Explanation: Accountability to stakeholders means being answerable to them for Al system de-
cisions, impacts, and governance practices, including providing explanations, addressing concerns,
and offering redress when appropriate. Option A relates to financial accounting. Options C and D
misinterpret the concept.

Question 122 [Hard]

An organization’s Al governance framework requires stakeholder engagement, but enga-
ging all potentially affected stakeholders for every Al system is impractical. What is the
MOST appropriate approach?

A) Abandon stakeholder engagement entirely

B) Engage stakeholders only after deployment

C) Use risk-based approach: more extensive engagement for higher-risk systems, representative
engagement for others

D) Engage only the easiest stakeholders to reach

Correct Answer: C
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Explanation: A risk-based approach to stakeholder engagement is practical and appropriate: higher-
risk systems warrant more extensive engagement with affected stakeholders, while lower-risk systems
may use representative engagement or other proportionate approaches. Option A abandons important
governance. Option B delays engagement. Option D creates bias.

Question 123 [Easy]

What role do academic researchers play as stakeholders?

A) No role in practical Al governance

B) They contribute research, expertise, and independent analysis of Al systems and governance ap-
proaches

C) They should control all Al development

D) They only criticize Al

Correct Answer: B

Explanation: Academic researchers contribute valuable research, expertise, and independent analys-
is of Al systems, impacts, and governance approaches, informing evidence-based governance. Options
A and D undervalue their contributions. Option C is impractical.

Question 124 [Medium]

What is “stakeholder trust” and why is it important in Al governance?

A) Financial trust funds for stakeholders

B) Stakeholders’ confidence in Al systems and governance, essential for acceptance and sustainable
deployment

C) Legal trusts

D) Trusting stakeholders to govern themselves

Correct Answer: B

Explanation: Stakeholder trust is confidence in Al systems and governance practices, essential for
acceptance, adoption, and sustainable deployment. Trust is built through transparency, accountability,
engagement, and demonstrated responsibility. Options A and C relate to financial/legal trusts. Option
D misinterprets the concept.

Question 125 [Medium]

An Al system'’s stakeholders include regulators, users, affected individuals, developers,
and civil society. These groups have different information needs. How should transparency
be approached?

A) Provide identical information to all stakeholders

B) Provide no information to maintain competitive advantage

C) Tailor transparency to different stakeholder needs while meeting minimum legal requirements for all
D) Only provide information to regulators

Correct Answer: C
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Explanation: Effective transparency tailors information to different stakeholder needs (e.g., technical
details for developers, impact information for affected individuals, compliance documentation for regu-
lators) while meeting minimum legal requirements for all. Option A ignores different needs. Option B
abandons transparency. Option D is too narrow.

Domain IlI: Laws, Standards & Frameworks

Questions 126-250 covering Chapters 6-9

Chapter 6: Al Regulations & Legal Landscape
(Questions 126-163)

Question 126 [Easy]
What is the EU Al Act?

A) A voluntary guideline for Al development

B) A comprehensive legal framework regulating Al systems based on risk levels
C) A trade agreement

D) A technical standard

Correct Answer: B

Explanation: The EU Al Act is a comprehensive legal framework that regulates Al systems based on
risk levels (unacceptable, high, limited, minimal), establishing requirements for high-risk systems and
prohibiting certain applications. It’s legally binding, not voluntary (A), and is regulation, not a trade
agreement (C) or technical standard (D).

Question 127 [Easy]

Under the EU Al Act, which of the following is classified as an “unacceptable risk” Al prac-
tice?

A) Al-powered email filtering

B) Social scoring by governments
C) Al-assisted medical diagnosis
D) Recommendation systems

Correct Answer: B

Explanation: The EU Al Act prohibits “unacceptable risk” practices including social scoring by govern-
ments, which threatens fundamental rights. Options A and D are typically minimal risk. Option C would
be high-risk but not prohibited if properly governed.
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Question 128 [Medium]

What is a “high-risk” Al system under the EU Al Act?

A) Any Al system that costs a lot of money

B) Al systems that pose significant risks to health, safety, or fundamental rights
C) Al systems that use a lot of energy

D) Al systems developed by large companies

Correct Answer: B

Explanation: High-risk Al systems under the EU Al Act are those that pose significant risks to health,
safety, or fundamental rights, such as Al in critical infrastructure, employment, law enforcement, or
biometric identification. Classification is based on risk to rights and safety, not cost (A), energy use
(C), or company size (D).

Question 129 [Medium]

Under the EU Al Act, what are the key obligations for providers of high-risk Al systems?

A) No specific obligations

B) Risk management, data governance, documentation, transparency, human oversight, and accuracy
requirements

C) Only financial reporting

D) Only technical testing

Correct Answer: B

Explanation: Providers of high-risk Al systems must implement comprehensive obligations including
risk management systems, data governance, technical documentation, transparency, human over-
sight, and accuracy/robustness requirements. Options A, C, and D are incomplete or incorrect.

Question 130 [Hard]

A company develops an Al system for resume screening that will be used by employers in
the EU. How should this be classified under the EU Al Act, and what are the implications?

A) Minimal risk; no specific requirements

B) High-risk Al system in employment; must comply with requirements including risk management,
bias testing, and documentation

C) Prohibited practice

D) Not covered by the EU Al Act

Correct Answer: B

Explanation: Al systems for employment decisions (including resume screening) are explicitly listed
as high-risk under the EU Al Act, requiring compliance with extensive requirements including risk man-
agement, bias testing, data governance, documentation, and human oversight. It’s not minimal risk
(A), not prohibited (C), and is clearly covered (D).
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Question 131 [Easy]

What is the primary purpose of Al regulation?

A) To prevent all Al development

B) To ensure Al systems are safe, trustworthy, and respect fundamental rights while enabling innova-
tion

C) To increase government revenue

D) To help Al companies make more profit

Correct Answer: B

Explanation: Al regulation aims to ensure Al systems are safe, trustworthy, and respect fundamental
rights while enabling beneficial innovation—balancing protection with innovation. Option A mischarac-
terizes regulation as prohibition. Options C and D misidentify the purpose.

Question 132 [Medium]

What is “extraterritorial application” of Al regulations?

A) Regulations that apply in outer space

B) Regulations that apply to organizations outside the jurisdiction if they offer services within it
C) Regulations for international trade only

D) Regulations that don’t apply anywhere

Correct Answer: B

Explanation: Extraterritorial application means regulations apply to organizations outside the juris-
diction if they offer Al systems or services to individuals within it. For example, the EU Al Act applies to
non-EU companies offering Al systems in the EU. Option A misinterprets “extraterritorial.” Options C
and D are incorrect.

Question 133 [Easy]

What is algorithmic accountability legislation?

A) Laws requiring financial accounting for Al systems

B) Laws requiring transparency, explanation, and responsibility for algorithmic decision-making
C) Laws about counting algorithms

D) Laws preventing algorithm use

Correct Answer: B

Explanation: Algorithmic accountability legislation requires transparency, explanation, and respons-
ibility for algorithmic decision-making, often including impact assessments, auditing, and redress
mechanisms. Option A relates to financial accounting. Option C misinterprets the term. Option D
mischaracterizes the purpose.



48

Question 134 [Medium]

Which legal principle is MOST relevant when Al systems make decisions affecting individu-
als?

A) Caveat emptor (buyer beware)

B) Due process and the right to explanation
C) First come, first served

D) Finders keepers

Correct Answer: B

Explanation: Due process and the right to explanation are fundamental legal principles when Al sys-
tems make decisions affecting individuals, ensuring fairness, transparency, and the ability to challenge
decisions. Options A, C, and D are inappropriate legal principles for this context.

Question 135 [Hard]

A US company develops an Al system, trains it on data from multiple countries, and
deploys it globally. Which regulations might apply?

A) Only US regulations

B) Potentially regulations from multiple jurisdictions including the EU Al Act, GDPR, and various
national laws

C) No regulations apply to global systems

D) Only the regulations of the company’s headquarters

Correct Answer: B

Explanation: Global Al systems may be subject to multiple jurisdictions’ regulations based on where
data is collected, where the system is deployed, and where individuals are affected. This includes the
EU Al Act (extraterritorial application), GDPR (for EU data subjects), and various national laws. Options
A and D are too narrow. Option C is incorrect.

Question 136 [Easy]

What is the purpose of Al impact assessments required by some regulations?

A) To assess financial impact only

B) To systematically evaluate potential risks, harms, and impacts on rights before deployment
C) To assess technical performance only

D) To assess market impact only

Correct Answer: B

Explanation: Al impact assessments systematically evaluate potential risks, harms, and impacts on
fundamental rights, safety, and other concerns before deployment, informing risk mitigation and gov-
ernance decisions. Options A, C, and D are too narrow, focusing on single dimensions.
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Question 137 [Medium]

What is “regulatory sandboxing” in Al regulation?

A) Children’s play areas for Al developers

B) Controlled environments where Al systems can be tested under regulatory supervision with some
flexibility

C) Unregulated zones for Al development

D) Physical testing facilities

Correct Answer: B

Explanation: Regulatory sandboxes are controlled environments where organizations can test innov-
ative Al systems under regulatory supervision, often with some regulatory flexibility, enabling innova-
tion while managing risks. Option A misinterprets the term. Option C incorrectly suggests no
regulation. Option D is too literal.

Question 138 [Easy]

What is “sectoral regulation” of Al?

A) Regulation divided into sectors of a circle

B) Industry-specific regulations addressing Al in particular sectors like healthcare, finance, or trans-
portation

C) Regulation by private sector only

D) Regulation of Al sector companies only

Correct Answer: B

Explanation: Sectoral regulation refers to industry-specific regulations addressing Al in particular sec-
tors (healthcare, finance, transportation) that may have unique requirements beyond general Al
regulations. Options A, C, and D misinterpret the concept.

Question 139 [Medium]

Under emerging Al regulations, what is typically required for “high-risk” Al systems?

A) No specific requirements

B) Conformity assessments, documentation, risk management, and ongoing monitoring
C) Only initial testing

D) Only financial audits

Correct Answer: B

Explanation: High-risk Al systems typically require conformity assessments, comprehensive docu-
mentation, risk management systems, and ongoing monitoring under regulations like the EU Al Act.
Options A, C, and D are incomplete or incorrect.
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Question 140 [Hard]

An Al system is classified as high-risk under the EU Al Act. The organization argues it
should be reclassified as lower risk because it includes human oversight. Is this argument
valid?

A) Yes, human oversight automatically reduces risk classification

B) No, risk classification is based on the system’s purpose and context, not mitigation measures;
human oversight is a requirement, not a reclassification factor

C) Yes, any mitigation measure allows reclassification

D) Risk classification doesn’t matter

Correct Answer: B

Explanation: Risk classification under the EU Al Act is based on the system’s intended purpose and
context (e.g., employment, law enforcement), not on mitigation measures. Human oversight is a re-
quirement for high-risk systems, not a factor that reduces classification. Options A and C
misunderstand classification criteria. Option D ignores regulatory importance.

Question 141 [Easy]

What is “Al transparency legislation”?

A) Laws requiring transparent computer screens

B) Laws requiring disclosure of Al use, capabilities, and decision-making processes
C) Laws about transparent pricing

D) Laws requiring open-source Al

Correct Answer: B

Explanation: Al transparency legislation requires disclosure of Al use, capabilities, limitations, and
decision-making processes to enable informed decisions and accountability. Option A is literal misinter-
pretation. Option C relates to pricing. Option D confuses transparency with open source.

Question 142 [Medium]

What is the relationship between the EU Al Act and GDPR?

A) They are completely separate with no overlap

B) The EU Al Act complements GDPR, with GDPR continuing to apply to personal data processing in Al
systems

C) The EU Al Act replaces GDPR

D) They contradict each other

Correct Answer: B

Explanation: The EU Al Act complements GDPR rather than replacing it. GDPR continues to apply to
personal data processing in Al systems, while the EU Al Act addresses broader Al-specific risks. Organ-
izations must comply with both. Options A, C, and D mischaracterize the relationship.
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Question 143 [Easy]

What is “prohibited Al” under emerging regulations?

A) Al that is too expensive

B) Al practices deemed unacceptable due to threats to fundamental rights
C) Al developed by certain companies

D) Al that is too complex

Correct Answer: B

Explanation: Prohibited Al refers to practices deemed unacceptable due to serious threats to funda-
mental rights, such as social scoring by governments or manipulative Al. Prohibition is based on rights
threats, not cost (A), developer identity (C), or complexity (D).

Question 144 [Medium]

What is “algorithmic auditing” as required by some regulations?

A) Financial auditing of Al companies

B) Systematic examination of Al systems to assess compliance, fairness, and performance
C) Counting algorithms

D) Auditing only the source code

Correct Answer: B

Explanation: Algorithmic auditing is systematic examination of Al systems to assess compliance with
regulations, fairness, accuracy, and other requirements, often by independent third parties. Option A
relates to financial auditing. Option C misinterprets the term. Option D is too narrow.

Question 145 [Hard]

A company uses an Al system that was compliant with regulations when deployed two
years ago. New regulations have since been enacted. What is the company’s obligation?

A) No obligation; the system was compliant when deployed

B) Assess the system against new regulations and implement necessary changes within specified
transition periods

C) Immediately shut down the system

D) Ignore new regulations for existing systems

Correct Answer: B

Explanation: Organizations must assess existing systems against new regulations and implement ne-
cessary changes, typically within specified transition periods. Regulations often include provisions for
existing systems. Option A incorrectly assumes perpetual compliance. Option C is unnecessarily
disruptive. Option D ignores legal obligations.

Question 146 [Easy]

What is “regulatory compliance” in Al governance?
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A) Complying with company policies only

B) Adhering to applicable laws, regulations, and legal requirements for Al systems
C) Complying with technical standards only

D) Voluntary best practices

Correct Answer: B

Explanation: Regulatory compliance means adhering to applicable laws, regulations, and legal re-
quirements for Al systems, which is mandatory. Options A and C are too narrow. Option D describes
voluntary practices, not compliance.

Question 147 [Medium]

What is “right to explanation” in Al regulation?

A) The right to explain Al to others

B) Individuals’ right to receive meaningful information about algorithmic decisions affecting them
C) The right to write explanations

D) Companies’ right to explain their Al

Correct Answer: B

Explanation: Right to explanation refers to individuals’ right to receive meaningful information about
how algorithmic decisions affecting them were made, enabling understanding and contestation. This is
recognized in various regulations including GDPR. Options A, C, and D misinterpret the right.

Question 148 [Easy]

What is “Al governance framework” in regulatory context?

A) A picture frame for Al
B) The structure of laws, regulations, standards, and policies governing Al
C) A software framework
D) A building framework

Correct Answer: B

Explanation: An Al governance framework in regulatory context refers to the structure of laws, regu-
lations, standards, and policies that govern Al development and deployment. Options A, C, and D
misinterpret “framework.”

Question 149 [Medium]

Under the EU Al Act, who is considered a “provider” of an Al system?

A) Only the original developer

B) An entity that develops or has an Al system developed and places it on the market under their
name

C) Only companies that sell Al

D) Only cloud service providers
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Correct Answer: B

Explanation: Under the EU Al Act, a “provider” is an entity that develops an Al system or has it de-
veloped and places it on the market or puts it into service under their own name or trademark. This
includes various business models. Options A, C, and D are too narrow.

Question 150 [Hard]

An organization modifies an open-source Al model significantly and deploys it for high-risk
use. Under the EU Al Act, what is their likely regulatory status?

A) No regulatory obligations since it's open source

B) They become a “provider” with full obligations for high-risk Al systems
C) Only the original developer has obligations

D) Open-source models are exempt from regulation

Correct Answer: B

Explanation: Significantly modifying an Al system and deploying it for high-risk use typically makes
the organization a “provider” under the EU Al Act with full obligations, regardless of the original open-
source status. Option A incorrectly assumes open-source exemption. Option C misidentifies
responsibility. Option D is incorrect.

Question 151 [Easy]

What is “legal liability” in Al contexts?

A) Liability insurance

B) Legal responsibility for harms or damages caused by Al systems

C) Liability to pay taxes
D) Liability for legal fees

Correct Answer: B

Explanation: Legal liability in Al contexts refers to legal responsibility for harms or damages caused
by Al systems, determining who can be held accountable and must provide compensation. Options A,
C, and D relate to other types of liability.

Question 152 [Medium]

What is “product liability” as it applies to Al systems?

A) Liability for product marketing

B) Legal responsibility for harm caused by defective products, potentially including Al systems
C) Liability for product pricing

D) Liability for product packaging

Correct Answer: B
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Explanation: Product liability is legal responsibility for harm caused by defective products. As Al sys-
tems are increasingly treated as products, product liability frameworks may apply, though questions
remain about how traditional product liability applies to learning systems. Options A, C, and D relate to
other product aspects.

Question 153 [Easy]

What is “regulatory enforcement” in Al?

A) Enforcing company policies

B) Government actions to ensure compliance with Al regulations, including investigations and penal-
ties

C) Enforcing technical standards

D) Enforcing contracts

Correct Answer: B

Explanation: Regulatory enforcement refers to government actions to ensure compliance with Al reg-
ulations, including investigations, audits, and penalties for non-compliance. Options A, C, and D relate
to other types of enforcement.

Question 154 [Medium]

What are typical penalties for non-compliance with the EU Al Act?

A) No penalties; it's voluntary

B) Significant fines up to millions of euros or percentage of global turnover, depending on violation
severity

C) Only warnings

D) Only reputational damage

Correct Answer: B

Explanation: The EU Al Act includes significant penalties for non-compliance, with fines up to €35
million or 7% of global annual turnover (whichever is higher) for the most serious violations, similar to
GDPR’s penalty structure. Option A is incorrect. Options C and D understate consequences.

Question 155 [Hard]

A company’s Al system complies with all technical requirements of the EU Al Act but is
used in a discriminatory manner by deployers. Who bears primary legal responsibility?

A) Only the Al provider

B) Potentially both provider and deployer, depending on circumstances; deployers have obligations for
proper use

C) No one, since the system is technically compliant

D) Only end users

Correct Answer: B
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Explanation: The EU Al Act establishes obligations for both providers and deployers. While providers
must ensure technical compliance, deployers have obligations for proper use, monitoring, and human
oversight. Discriminatory use by deployers may create deployer liability, though providers may also
have obligations regarding foreseeable misuse. Option A ignores deployer obligations. Option C incor-
rectly assumes technical compliance eliminates all liability. Option D misidentifies responsibility.

Question 156 [Easy]

What is “regulatory harmonization” in Al?

A) Musical harmony in regulations

B) Aligning Al regulations across jurisdictions to reduce conflicts and compliance complexity
C) Harmonizing technical standards only

D) Harmonizing company policies

Correct Answer: B

Explanation: Regulatory harmonization refers to efforts to align Al regulations across jurisdictions to
reduce conflicts, compliance complexity, and barriers to innovation while maintaining protection
standards. Options A, C, and D misinterpret the concept.

Question 157 [Medium]

What is “regulatory fragmentation” and why is it a concern for Al?

A) Physical fragmentation of regulatory documents

B) Divergent regulations across jurisdictions creating compliance complexity and barriers
C) Fragmented technical standards

D) Fragmented company policies

Correct Answer: B

Explanation: Regulatory fragmentation refers to divergent or conflicting regulations across jurisdic-
tions, creating compliance complexity, increased costs, and potential barriers to innovation for organ-
izations operating globally. This is a significant concern for Al given its global nature. Options A, C, and
D misinterpret the concept.

Question 158 [Easy]

What is “regulatory guidance” in Al?

A) GPS navigation for regulators

B) Non-binding advice from regulators on interpreting and complying with regulations
C) Mandatory regulations

D) Technical specifications

Correct Answer: B
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Explanation: Regulatory guidance is non-binding advice from regulators on interpreting and comply-
ing with regulations, helping organizations understand requirements and expectations. It's not
mandatory (C) but is influential. Options A and D misinterpret the concept.

Question 159 [Medium]

What is “regulatory uncertainty” and how does it affect Al governance?

A) Regulators being uncertain about their jobs

B) Lack of clarity about current or future regulations, making compliance planning difficult
C) Uncertain technical standards

D) Uncertain market conditions

Correct Answer: B

Explanation: Regulatory uncertainty refers to lack of clarity about current or future regulations, mak-
ing it difficult for organizations to plan compliance strategies and investments. This is common in
rapidly evolving Al regulation. Options A, C, and D misidentify the concept.

Question 160 [Hard]

An organization operates in multiple jurisdictions with different Al regulations. Some
regulations conflict. What is the MOST appropriate approach?

A) Ignore all regulations

B) Comply only with the least stringent regulation

C) Comply with the most stringent regulation or implement jurisdiction-specific approaches where ne-
cessary

D) Choose one jurisdiction’s regulations randomly

Correct Answer: C

Explanation: When facing conflicting regulations, organizations typically either comply with the most
stringent regulation (ensuring compliance everywhere) or implement jurisdiction-specific approaches
where necessary. This may require technical measures to differentiate by jurisdiction. Options A and D
ignore legal obligations. Option B risks non-compliance in stricter jurisdictions.

Question 161 [Easy]

What is “regulatory reporting” for Al systems?

A) Reporting regulations to the media

B) Required disclosure of information about Al systems to regulatory authorities
C) Financial reporting only

D) Reporting bugs in Al systems

Correct Answer: B
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Explanation: Regulatory reporting refers to required disclosure of information about Al systems to
regulatory authorities, such as incident reports, compliance documentation, or system registrations.
Option A misinterprets the concept. Options C and D are too narrow.

Question 162 [Medium]

What is “regulatory oversight” of Al systems?

A) Oversight of regulatory agencies

B) Ongoing monitoring and supervision of Al systems by regulatory authorities
C) Oversight by company boards only

D) Technical oversight only

Correct Answer: B

Explanation: Regulatory oversight refers to ongoing monitoring and supervision of Al systems by reg-
ulatory authorities to ensure compliance, including audits, investigations, and enforcement actions.
Options A, C, and D misidentify the concept.

Question 163 [Medium]

Under emerging Al regulations, what is typically required when an Al system causes
significant harm?

A) No reporting required

B) Incident reporting to authorities within specified timeframes
C) Reporting only if the media discovers it

D) Reporting only at year-end

Correct Answer: B

Explanation: Emerging Al regulations typically require incident reporting to authorities within spe-
cified timeframes when Al systems cause or contribute to significant harm, similar to data breach
notification requirements. Options A, C, and D fail to meet regulatory expectations.

Chapter 7: Data Protection & Privacy Laws (Questions
164-195)

Question 164 [Easy]
What is GDPR?

A) A technical standard for Al

B) The EU’s General Data Protection Regulation governing personal data processing
C) A type of Al algorithm

D) A software development methodology

Correct Answer: B
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Explanation: GDPR (General Data Protection Regulation) is the EU’s comprehensive data protection
law governing the processing of personal data, with significant implications for Al systems that process
personal data. Options A, C, and D misidentify GDPR.

Question 165 [Easy]

What is “personal data” under GDPR?

A) Only financial information

B) Any information relating to an identified or identifiable natural person
C) Only names and addresses

D) Only sensitive data

Correct Answer: B

Explanation: Personal data under GDPR is any information relating to an identified or identifiable nat-
ural person, including names, identification numbers, location data, online identifiers, and factors
specific to identity. Options A, C, and D are too narrow.

Question 166 [Medium]
How does GDPR apply to Al systems?

A) GDPR doesn’t apply to Al systems

B) GDPR applies when Al systems process personal data, requiring lawful basis, transparency, and
data subject rights

C) GDPR only applies to Al systems in healthcare

D) GDPR exempts all Al systems

Correct Answer: B

Explanation: GDPR applies when Al systems process personal data, requiring organizations to estab-
lish lawful basis, ensure transparency, respect data subject rights, and implement appropriate safe-
guards. Al doesn’t receive special exemptions. Options A and D are incorrect. Option C is too narrow.

Question 167 [Medium]

What is “automated decision-making” under GDPR Article 22?

A) Any use of computers

B) Decisions based solely on automated processing that produce legal or similarly significant effects
C) Any Al system

D) Automated email responses

Correct Answer: B

Explanation: GDPR Article 22 addresses decisions based solely on automated processing (including
profiling) that produce legal effects or similarly significantly affect individuals, providing special protec-
tions including the right not to be subject to such decisions in certain circumstances. Options A, C, and
D are too broad or misidentify the concept.
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Question 168 [Hard]

An Al system processes personal data to make credit decisions. Under GDPR, what are the
key requirements?

A) No specific requirements

B) Lawful basis, transparency about automated decision-making, right to human intervention, and ex-
planation

C) Only data security

D) Only consent

Correct Answer: B

Explanation: Al systems making credit decisions involve automated decision-making with significant
effects, requiring lawful basis (likely legitimate interest or contract), transparency about the auto-
mated decision-making, rights to human intervention and explanation under Article 22, and other
GDPR requirements. Options A, C, and D are incomplete.

Question 169 [Easy]

What is “data minimization” under GDPR?

A) Making data files smaller

B) Collecting only personal data that is adequate, relevant, and limited to what is necessary
C) Minimizing data storage costs

D) Deleting all data

Correct Answer: B

Explanation: Data minimization is a GDPR principle requiring that personal data collected be ad-
equate, relevant, and limited to what is necessary for the specified purposes. This is particularly im-
portant for Al training data. Options A and C relate to technical/cost aspects. Option D misunderstands
the principle.

Question 170 [Medium]

What is “purpose limitation” under GDPR?

A) Limiting the number of purposes to one

B) Personal data must be collected for specified, explicit, legitimate purposes and not further
processed incompatibly

C) Limiting data storage duration

D) Limiting the number of data processors

Correct Answer: B

Explanation: Purpose limitation requires that personal data be collected for specified, explicit, and le-
gitimate purposes and not further processed in a manner incompatible with those purposes. This af-
fects Al systems that might repurpose data. Option A is too restrictive. Options C and D relate to other
concepts.
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Question 171 [Easy]

What is “consent” under GDPR?

A) Automatic agreement when using services

B) Freely given, specific, informed, and unambiguous indication of agreement to personal data pro-
cessing

C) Any form of agreement

D) Implied agreement

Correct Answer: B

Explanation: GDPR requires consent to be freely given, specific, informed, and unambiguous, with
clear affirmative action. Pre-ticked boxes or inactivity don’t constitute consent. Options A, C, and D
describe insufficient forms of consent.

Question 172 [Medium]

An Al system was trained on personal data collected with consent for one purpose. The or-
ganization wants to use the trained model for a different purpose. What does GDPR re-
quire?

A) No additional requirements

B) Assessment of compatibility with original purpose; if incompatible, new lawful basis (potentially new
consent) required

C) Automatic permission for any Al use

D) Only notification required

Correct Answer: B

Explanation: GDPR’s purpose limitation principle requires assessing whether the new purpose is
compatible with the original purpose. If incompatible, a new lawful basis (potentially new consent) is
required. Al training doesn’t exempt organizations from this requirement. Options A and C ignore
purpose limitation. Option D is insufficient.

Question 173 [Easy]

What is a “Data Protection Impact Assessment” (DPIA) under GDPR?

A) Assessment of data storage costs

B) Systematic assessment of processing operations likely to result in high risk to individuals’ rights
C) Assessment of data quality only

D) Financial impact assessment

Correct Answer: B

Explanation: A DPIA is a systematic assessment of processing operations likely to result in high risk
to individuals’ rights and freedoms, required before such processing begins. Many Al systems require
DPIAs. Options A, C, and D misidentify the assessment type.
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Question 174 [Medium]

When is a DPIA required for Al systems under GDPR?

A) Never required for Al

B) When processing is likely to result in high risk, such as systematic monitoring, large-scale special
category data, or automated decision-making with significant effects

C) Only for healthcare Al

D) Only if the Al system fails

Correct Answer: B

Explanation: DPIAs are required when processing is likely to result in high risk to individuals’ rights,
including systematic monitoring, large-scale processing of special category data, or automated de-
cision-making with legal or similarly significant effects—common in Al systems. Option A is incorrect.
Options C and D are too narrow.

Question 175 [Hard]

An organization conducts a DPIA for an Al system and identifies high residual risks that
cannot be adequately mitigated. What should the organization do under GDPR?

A) Deploy anyway since the DPIA is complete

B) Consult with the supervisory authority before proceeding
C) Ignore the risks

D) Deploy without further action

Correct Answer: B

Explanation: Under GDPR, if a DPIA indicates high residual risks that cannot be adequately mitigated,
the organization must consult with the supervisory authority before proceeding with the processing.
Options A, C, and D violate GDPR requirements and risk significant penalties.

Question 176 [Easy]
What is “special category data” under GDPR?

A) Expensive data

B) Sensitive personal data including health, biometric, racial/ethnic origin, requiring additional protec-
tions

C) Data in special formats

D) Data from special sources

Correct Answer: B

Explanation: Special category data (formerly “sensitive data”) includes personal data revealing ra-
cial/ethnic origin, political opinions, religious beliefs, health, sex life, sexual orientation, biometric
data, and genetic data, requiring additional protections under GDPR. Options A, C, and D misidentify
the concept.
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Question 177 [Medium]

An Al system processes biometric data for identification. What additional GDPR
requirements apply?

A) No additional requirements

B) Biometric data is special category data requiring explicit consent or other Article 9 exception, plus
enhanced safeguards

C) Only standard data protection requirements

D) Biometric data is exempt from GDPR

Correct Answer: B

Explanation: Biometric data used for identification is special category data under GDPR, requiring ex-
plicit consent or another Article 9 exception (e.g., substantial public interest with appropriate safe-
guards), plus enhanced protections. Options A and C understate requirements. Option D is incorrect.

Question 178 [Easy]

What is the “right to access” under GDPR?

A) Right to access company buildings

B) Data subjects’ right to obtain confirmation of and access to their personal data
C) Right to access the internet

D) Right to access source code

Correct Answer: B

Explanation: The right to access (Article 15) allows data subjects to obtain confirmation of whether
their personal data is being processed and access to that data, plus information about processing.
Options A, C, and D misidentify the right.

Question 179 [Medium]

A data subject requests access to their personal data processed by an Al system. What
information must be provided under GDPR?

A) Only the raw data

B) The personal data, information about processing purposes, categories, recipients, retention, and
rights including information about automated decision-making logic

C) Nothing if it’'s an Al system

D) Only aggregate statistics

Correct Answer: B

Explanation: GDPR requires providing the personal data plus comprehensive information about pro-
cessing including purposes, categories, recipients, retention periods, rights, and meaningful informa-
tion about automated decision-making logic. Options A and D are incomplete. Option C is incorrect.
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Question 180 [Hard]

An Al model was trained on personal data. A data subject exercises their right to erasure
(“right to be forgotten”). What are the organization’s obligations?

A) No obligation since data is in a model

B) Complex obligations potentially including erasing the data, assessing whether the model must be
retrained, and documenting decisions

C) Only erase the original data, not the model

D) Refuse all erasure requests for Al systems

Correct Answer: B

Explanation: The right to erasure creates complex obligations for Al systems. Organizations must
erase the personal data where required and assess whether the trained model perpetuates the data
(potentially requiring retraining or other measures). Simply erasing original data while retaining a
model trained on it may be insufficient. Option A ignores obligations. Option C may be incomplete.
Option D is incorrect.

Question 181 [Easy]

What is “data portability” under GDPR?

A) Portable storage devices

B) Data subjects’ right to receive their personal data in a structured, commonly used format and
transmit it to another controller

C) Physical portability of servers

D) Portable Al models

Correct Answer: B

Explanation: Data portability (Article 20) allows data subjects to receive their personal data in a
structured, commonly used, machine-readable format and transmit it to another controller. Options A
and C relate to physical portability. Option D misidentifies the right.

Question 182 [Medium]
What is “privacy by design” under GDPR?

A) Designing private buildings

B) Integrating data protection into processing activities and business practices from the design stage
C) Designing privacy policies

D) Designing private networks

Correct Answer: B

Explanation: Privacy by design (Article 25) requires integrating data protection into processing activ-
ities and business practices from the design stage, implementing appropriate technical and organiza-
tional measures. This is crucial for Al systems. Options A, C, and D misinterpret the concept.
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Question 183 [Easy]

What is “privacy by default” under GDPR?

A) Default privacy settings in software

B) Ensuring that by default, only personal data necessary for each specific purpose is processed
C) Default encryption

D) Default passwords

Correct Answer: B

Explanation: Privacy by default (Article 25) requires that by default, only personal data necessary for
each specific purpose is processed, regarding amount, extent of processing, storage period, and
accessibility. Option A is too narrow. Options C and D relate to security measures.

Question 184 [Medium]

An Al system processes personal data of EU residents but the company is based outside
the EU. Does GDPR apply?

A) No, GDPR only applies to EU companies

B) Yes, GDPR has extraterritorial application when offering goods/services to or monitoring EU data
subjects

C) Only if the company has EU offices

D) GDPR never applies outside the EU

Correct Answer: B

Explanation: GDPR has extraterritorial application, applying to organizations outside the EU if they
offer goods/services to EU data subjects or monitor their behavior, regardless of where the
organization is established. Options A, C, and D incorrectly limit GDPR’s scope.

Question 185 [Hard]

An Al system makes inferences about individuals (e.g., predicting health conditions) from
non-sensitive data. Are these inferences protected under GDPR?

A) No, inferences are not personal data

B) Yes, inferences about identified individuals are personal data; if they reveal special category
information, additional protections may apply

C) Only if explicitly collected

D) Inferences are exempt from GDPR

Correct Answer: B

Explanation: Inferences about identified or identifiable individuals constitute personal data under
GDPR. If inferences reveal special category information (e.g., health), additional protections may apply
even if derived from non-sensitive data. This is a significant issue for Al systems. Option A is incorrect.
Options C and D misunderstand GDPR’s scope.
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Question 186 [Easy]

What is “lawful basis” under GDPR?

A) Legal department approval

B) One of six legal grounds required for processing personal data (consent, contract, legal obligation,
vital interests, public task, legitimate interests)

C) Any business reason

D) Technical feasibility

Correct Answer: B

Explanation: Lawful basis refers to one of six legal grounds required for processing personal data un-
der GDPR: consent, contract, legal obligation, vital interests, public task, or legitimate interests. Every
processing operation requires a lawful basis. Options A, C, and D don’t constitute lawful bases.

Question 187 [Medium]

For an Al system that analyzes customer behavior for marketing, which lawful basis is
MOST appropriate under GDPR?

A) Vital interests

B) Legitimate interests (with balancing test) or consent
C) Legal obligation

D) Public task

Correct Answer: B

Explanation: Marketing analytics typically relies on legitimate interests (after conducting a balancing
test showing interests aren’t overridden by data subjects’ rights) or consent. Vital interests (A) is for
life-or-death situations. Legal obligation (C) and public task (D) don’t apply to commercial marketing.

Question 188 [Easy]

What is “transparency” under GDPR?

A) Transparent computer screens

B) Providing clear, accessible information to data subjects about personal data processing

C) Transparent pricing
D) Transparent buildings

Correct Answer: B

Explanation: Transparency under GDPR requires providing clear, accessible, and understandable in-
formation to data subjects about how their personal data is processed, including purposes, legal basis,
retention, and rights. Options A, C, and D misinterpret transparency.

Question 189 [Medium]

What information must be provided to data subjects when collecting personal data for Al
training under GDPR?
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A) No information required

B) Identity of controller, purposes, lawful basis, retention period, rights, and information about
automated decision-making if applicable

C) Only the company name

D) Only if they ask

Correct Answer: B

Explanation: GDPR requires comprehensive information at collection including controller identity,
purposes, lawful basis, retention period, data subject rights, and information about automated
decision-making. This applies to Al training data. Options A, C, and D are insufficient.

Question 190 [Hard]

An organization uses “legitimate interests” as lawful basis for Al processing. A data
subject objects to the processing. What must the organization do?

A) Ignore the objection

B) Stop processing unless it can demonstrate compelling legitimate grounds that override the
individual’s interests, rights, and freedoms

C) Continue processing without assessment

D) Only stop if the data subject pays a fee

Correct Answer: B

Explanation: Under GDPR Article 21, when a data subject objects to processing based on legitimate
interests, the organization must stop processing unless it can demonstrate compelling legitimate
grounds that override the individual’s interests, rights, and freedoms, or for legal claims. Options A
and C ignore the right to object. Option D is inappropriate.

Question 191 [Easy]

What is “data security” under GDPR?

A) Security guards for data centers

B) Appropriate technical and organizational measures to protect personal data against unauthorized or
unlawful processing and accidental loss

C) Only encryption

D) Only passwords

Correct Answer: B

Explanation: Data security under GDPR (Article 32) requires appropriate technical and organizational
measures to ensure security appropriate to the risk, including encryption, pseudonymization, confiden-
tiality, integrity, availability, and resilience. Options A, C, and D are too narrow.

Question 192 [Medium]

What is “pseudonymization” under GDPR and why is it relevant for Al?
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A) Using fake names

B) Processing personal data so it can no longer be attributed to a specific data subject without
additional information, reducing risk

C) Anonymization

D) Encryption

Correct Answer: B

Explanation: Pseudonymization processes personal data so it can no longer be attributed to a specif-
ic data subject without additional information (kept separately), reducing risk while maintaining data
utility for Al. It’s not full anonymization (C) and is more specific than encryption (D). Option A oversim-
plifies.

Question 193 [Easy]

What is “anonymization” under GDPR?

A) Using anonymous accounts

B) Irreversibly removing identifying information so individuals can no longer be identified, taking data
outside GDPR scope

C) Temporary removal of names

D) Encryption

Correct Answer: B

Explanation: Anonymization irreversibly removes identifying information so individuals can no longer
be identified by any means, taking the data outside GDPR'’s scope. True anonymization is difficult,
especially for Al datasets. Options A and C are insufficient. Option D is different.

Question 194 [Medium]

An Al system is trained on “anonymized” data, but the model can be used to re-identify
individuals. What are the GDPR implications?

A) No implications since data was anonymized

B) The data may not be truly anonymized; GDPR may still apply, requiring compliance measures
C) Anonymization always exempts from GDPR

D) Re-identification is impossible

Correct Answer: B

Explanation: If individuals can be re-identified (including through model inversion or other attacks),
the data may not be truly anonymized and GDPR may still apply. True anonymization is difficult with Al
systems. Option A assumes effective anonymization. Option C is incorrect. Option D is demonstrably
false.

Question 195 [Hard]

An organization transfers personal data to a third country for Al processing. What GDPR
requirements apply?
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A) No requirements for international transfers

B) Transfers require adequacy decision, appropriate safeguards (e.g., Standard Contractual Clauses),
or derogations; additional assessment after Schrems Il

C) Any transfer is permitted

D) Only notification required

Correct Answer: B

Explanation: GDPR Chapter V governs international transfers, requiring adequacy decisions, appro-
priate safeguards (Standard Contractual Clauses, Binding Corporate Rules), or specific derogations.
Post-Schrems Il, additional assessment of third country laws is required. Options A and C ignore
transfer restrictions. Option D is insufficient.

Chapter 8: Al Standards & Best Practices (Questions
196-219)

Question 196 [Easy]

What is the purpose of Al standards?

A) To prevent Al development

B) To provide common frameworks, guidelines, and technical specifications for responsible Al develop-
ment

C) To increase Al costs

D) To replace regulations

Correct Answer: B

Explanation: Al standards provide common frameworks, guidelines, and technical specifications for
responsible Al development, promoting consistency, interoperability, and best practices. They comple-
ment regulations. Options A and C mischaracterize their purpose. Option D misunderstands their
relationship to regulation.

Question 197 [Easy]
What is ISO/IEC 42001?

A) A programming language

B) An international standard for Al management systems
C) A type of Al algorithm

D) A data format

Correct Answer: B

Explanation: ISO/IEC 42001 is an international standard specifying requirements for establishing, im-
plementing, maintaining, and continually improving an Al management system within organizations.
Options A, C, and D misidentify the standard.
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Question 198 [Medium]

What is the NIST Al Risk Management Framework (Al RMF)?

A) A mandatory US regulation

B) A voluntary framework for managing Al risks throughout the lifecycle

C) A technical specification for Al algorithms
D) A certification program

Correct Answer: B

Explanation: The NIST Al RMF is a voluntary framework providing guidance for managing Al risks
throughout the lifecycle, organized around four functions: Govern, Map, Measure, and Manage. It's not
mandatory regulation (A), not technical specifications (C), and not a certification (D).

Question 199 [Easy]

What are the four functions of the NIST Al RMF?
A) Build, Test, Deploy, Monitor

B) Govern, Map, Measure, Manage

C) Plan, Do, Check, Act
D) Design, Develop, Deploy, Decommission

Correct Answer: B

Explanation: The NIST Al RMF is organized around four functions: Govern (cultivate culture and struc-
tures), Map (understand context and risks), Measure (assess and benchmark), and Manage (prioritize
and respond to risks). Options A, C, and D describe other frameworks or lifecycles.

Question 200 [Medium]

What is the purpose of the OECD Al Principles?

A) To create binding international law

B) To provide internationally agreed principles for responsible Al stewardship
C) To develop Al algorithms

D) To certify Al systems

Correct Answer: B

Explanation: The OECD Al Principles provide internationally agreed principles for responsible Al stew-
ardship, including inclusive growth, sustainable development, human-centered values, transparency,
robustness, and accountability. They’'re not binding law (A), don’t develop algorithms (C), or certify
systems (D).

Question 201 [Easy]

What are “Al ethics guidelines”?
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A) Guidelines for Al developers’ personal ethics

B) Frameworks providing principles and recommendations for ethical Al development and deployment
C) Legal requirements

D) Technical specifications

Correct Answer: B

Explanation: Al ethics guidelines are frameworks providing principles and recommendations for eth-
ical Al development and deployment, often addressing fairness, transparency, accountability, and hu-
man rights. They’re typically not legally binding (C) and are broader than technical specs (D). Option A
misinterprets the scope.

Question 202 [Medium]

What is “algorithmic impact assessment” as a best practice?

A) Assessing financial impact only

B) Systematic evaluation of potential impacts, risks, and harms before deploying Al systems
C) Assessing technical performance only

D) Assessing market impact only

Correct Answer: B

Explanation: Algorithmic impact assessment is a best practice involving systematic evaluation of po-
tential impacts, risks, and harms (including on rights, fairness, and society) before deploying Al
systems, informing risk mitigation. Options A, C, and D are too narrow.

Question 203 [Easy]

What is a “model card” in Al best practices?

A) A credit card for purchasing Al models

B) Documentation providing information about a machine learning model’s characteristics,
performance, and limitations

C) A business card for Al developers

D) A playing card

Correct Answer: B

Explanation: A model card is documentation providing transparent information about a machine
learning model including intended use, training data, performance metrics, limitations, and fairness
considerations. Options A, C, and D misinterpret the term.

Question 204 [Medium]

What information should a model card typically include?

A) Only the model’s accuracy
B) Model details, intended use, training data, performance metrics across groups, limitations, and
ethical considerations
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C) Only technical architecture
D) Only the developer’'s name

Correct Answer: B

Explanation: Model cards should include comprehensive information: model details, intended use
cases, training data characteristics, performance metrics (including across demographic groups),
known limitations, and ethical considerations. Options A, C, and D are incomplete.

Question 205 [Easy]

What is “red teaming” in Al?

A) Using red-colored equipment

B) Adversarial testing where a team attempts to find vulnerabilities, biases, or failure modes in Al sys-
tems

C) A political activity

D) A type of neural network

Correct Answer: B

Explanation: Red teaming in Al involves adversarial testing where a team deliberately attempts to
find vulnerabilities, biases, failure modes, or ways to cause the Al system to behave inappropriately,
improving robustness. Options A, C, and D misinterpret the term.

Question 206 [Medium]

What is “fairness testing” as an Al best practice?

A) Testing pricing fairness

B) Systematically evaluating Al system performance and outcomes across different demographic
groups to identify disparities

C) Testing only overall accuracy

D) Testing market fairness

Correct Answer: B

Explanation: Fairness testing systematically evaluates Al system performance and outcomes across
different demographic groups to identify disparities, biases, or discriminatory impacts, enabling
mitigation. Options A and D relate to other types of fairness. Option C is insufficient.

Question 207 [Hard]

An organization conducts fairness testing and finds their Al system has 95% accuracy over-
all but only 75% accuracy for a minority group. What should be done according to best
practices?

A) Deploy since overall accuracy is high
B) Investigate root causes, attempt to improve performance for the disadvantaged group, consider
whether deployment is appropriate, and document decisions
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C) Ignore the disparity
D) Only report overall accuracy

Correct Answer: B

Explanation: Best practices require investigating root causes of performance disparities, attempting
to improve performance for disadvantaged groups (through better data, algorithm adjustments, or
other means), assessing whether deployment is appropriate given remaining disparities, and docu-
menting decisions. Option A ignores fairness. Options C and D are irresponsible.

Question 208 [Easy]

What is “explainability testing” in Al?

A) Testing if documentation is well-written

B) Evaluating whether Al system explanations are accurate, understandable, and useful for intended
audiences

C) Testing system speed

D) Testing costs

Correct Answer: B

Explanation: Explainability testing evaluates whether Al system explanations are accurate (faithful to
actual system behavior), understandable to intended audiences, and useful for their purposes (de-
cision-making, debugging, accountability). Options A, C, and D misidentify the testing focus.

Question 209 [Medium]

What is “continuous monitoring” as an Al best practice?

A) Monitoring only during development

B) Ongoing monitoring of Al system performance, fairness, and impacts after deployment
C) Monitoring only for security

D) One-time monitoring at deployment

Correct Answer: B

Explanation: Continuous monitoring involves ongoing monitoring of Al system performance, fairness,
accuracy, and impacts after deployment to detect model drift, emerging biases, or other issues requir-
ing intervention. Options A and D limit monitoring to specific phases. Option C is too narrow.

Question 210 [Easy]

What is “human-in-the-loop” (HITL) as a best practice?

A) Humans physically inside computer loops

B) Maintaining meaningful human involvement in Al system operation and decision-making
C) Humans training Al only

D) Humans testing hardware
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Correct Answer: B

Explanation: Human-in-the-loop (HITL) maintains meaningful human involvement in Al system opera-
tion and decision-making, ensuring human oversight, intervention capability, and final authority for
important decisions. Options A and D misinterpret the term. Option C is too narrow.

Question 211 [Medium]

What is “human-on-the-loop” (HOTL)?

A) The same as human-in-the-loop

B) Humans monitor Al system operation and can intervene when necessary, but don’t review every
decision

C) Humans are completely removed from the process

D) Humans only train the system

Correct Answer: B

Explanation: Human-on-the-loop (HOTL) involves humans monitoring Al system operation with the
ability to intervene when necessary, but not reviewing every individual decision—appropriate for
lower-risk applications. This differs from HITL (A) where humans review each decision. Option C
removes humans. Option D is too narrow.

Question 212 [Hard]

An Al system makes thousands of decisions daily. Implementing human-in-the-loop for
every decision is impractical. What is the MOST appropriate approach according to best
practices?

A) Remove all human oversight

B) Implement risk-based approach: HITL for high-stakes decisions, HOTL with exception-based review
for others, plus continuous monitoring

C) Review every decision regardless of practicality

D) Only review if errors are reported

Correct Answer: B

Explanation: Best practices suggest a risk-based approach: human-in-the-loop for high-stakes de-
cisions, human-on-the-loop with exception-based review (flagging unusual cases) for routine decisions,
plus continuous monitoring for patterns. This balances oversight with practicality. Option A abandons
oversight. Option C is impractical. Option D is reactive only.

Question 213 [Easy]

What is “version control” for Al systems?

A) Controlling software versions only

B) Tracking and managing different versions of Al models, training data, and code
C) Controlling document versions only

D) Controlling hardware versions
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Correct Answer: B

Explanation: Version control for Al systems involves tracking and managing different versions of
models, training data, code, and configurations, enabling reproducibility, rollback, and audit trails.
Options A and C are too narrow. Option D misidentifies the focus.

Question 214 [Medium]

What is “reproducibility” as an Al best practice?

A) Reproducing Al hardware

B) The ability to recreate Al system results and behaviors using the same data, code, and conditions
C) Reproducing documentation

D) Reproducing errors only

Correct Answer: B

Explanation: Reproducibility is the ability to recreate Al system results and behaviors using the same
data, code, and conditions, essential for validation, debugging, and accountability. This requires
careful version control and documentation. Options A, C, and D misidentify the concept.

Question 215 [Easy]

What is “data quality assessment” in Al best practices?

A) Assessing data storage quality

B) Evaluating training and operational data for accuracy, completeness, representativeness, and bias
C) Assessing data visualization quality

D) Assessing data costs

Correct Answer: B

Explanation: Data quality assessment evaluates training and operational data for accuracy, com-
pleteness, representativeness, and potential biases, as data quality fundamentally impacts Al system
performance and fairness. Options A, C, and D misidentify the assessment focus.

Question 216 [Medium]

What is “bias testing” in Al development?

A) Testing developer biases only

B) Systematically testing Al systems for unfair biases in outputs, performance, or impacts across
different groups

C) Testing only technical biases

D) Testing market biases

Correct Answer: B
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Explanation: Bias testing systematically evaluates Al systems for unfair biases in outputs, perform-
ance, or impacts across different demographic or other groups, using various fairness metrics and
testing methodologies. Option A is too narrow. Options C and D misidentify the focus.

Question 217 [Hard]

An organization follows all technical best practices for Al development but doesn’t engage
stakeholders or consider societal impacts. Is this sufficient?

A) Yes, technical best practices are sufficient

B) No, comprehensive best practices include stakeholder engagement, impact assessment, and
consideration of broader societal implications

C) Yes, if the system is accurate

D) Stakeholder engagement is optional

Correct Answer: B

Explanation: Comprehensive Al best practices extend beyond technical measures to include stake-
holder engagement, impact assessment, consideration of societal implications, and ongoing gov-
ernance. Technical excellence alone is insufficient for responsible Al. Options A and C are too narrow.
Option D mischaracterizes stakeholder engagement.

Question 218 [Easy]

What is “documentation” as an Al best practice?

A) Only user manuals

B) Comprehensive recording of Al system development, decisions, testing, performance, and gov-
ernance

C) Only technical specifications

D) Only legal documents

Correct Answer: B

Explanation: Documentation as a best practice involves comprehensive recording of Al system devel-
opment processes, design decisions, testing results, performance metrics, limitations, and governance
decisions, supporting accountability and knowledge transfer. Options A, C, and D are too narrow.

Question 219 [Medium]

What is “incident response planning” for Al systems?

A) Planning for hardware incidents only

B) Preparing procedures for detecting, responding to, and learning from Al system failures, harms, or
unexpected behaviors

C) Planning for security incidents only

D) Planning for financial incidents only

Correct Answer: B
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Explanation: Incident response planning for Al involves preparing procedures for detecting, respond-
ing to, mitigating, and learning from Al system failures, harms, biases, or unexpected behaviors, in-
cluding communication, remediation, and improvement processes. Options A, C, and D are too narrow.

Chapter 9: Industry-Specific Regulations (Questions
220-250)

Question 220 [Easy]

Why do some industries have specific Al regulations?

A) To make compliance more difficult

B) Because Al risks and impacts vary by industry context, requiring tailored requirements
C) To prevent Al use in those industries

D) For no particular reason

Correct Answer: B

Explanation: Industry-specific Al regulations exist because Al risks, impacts, and appropriate gov-
ernance vary significantly by industry context (healthcare vs. finance vs. transportation), requiring
tailored requirements beyond general Al regulations. Options A and C mischaracterize the purpose.
Option D is incorrect.

Question 221 [Easy]

What is unique about Al regulation in healthcare?

A) No regulations apply

B) Healthcare Al must address patient safety, medical device regulations, clinical validation, and
health data privacy

C) Only general Al regulations apply

D) Healthcare Al is completely unregulated

Correct Answer: B

Explanation: Healthcare Al faces unique regulatory requirements addressing patient safety, medical
device regulations (FDA in US, MDR in EU), clinical validation, health data privacy (HIPAA, GDPR), and
diagnostic accuracy. Options A and D are incorrect. Option C ignores sector-specific requirements.

Question 222 [Medium]

An Al system provides diagnostic suggestions to physicians. How might it be regulated in
healthcare?

A) No specific healthcare regulations apply

B) Potentially as a medical device requiring regulatory approval, clinical validation, and ongoing safety
monitoring

C) Only general software regulations apply

D) Healthcare Al is exempt from regulation
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Correct Answer: B

Explanation: Al systems providing diagnostic suggestions may be regulated as medical devices (Soft-
ware as a Medical Device - SaMD) requiring regulatory approval (FDA clearance/approval in US, CE
marking in EU), clinical validation, and ongoing safety monitoring. Options A, C, and D understate
regulatory requirements.

Question 223 [Easy]

What is HIPAA and how does it relate to Al in healthcare?

A) A technical standard

B) US law protecting health information privacy, applying to Al systems processing protected health in-
formation

C) A type of Al algorithm

D) A healthcare organization

Correct Answer: B

Explanation: HIPAA (Health Insurance Portability and Accountability Act) is US law protecting health
information privacy and security, applying to Al systems that process protected health information
(PHI), requiring safeguards, patient rights, and breach notification. Options A, C, and D misidentify
HIPAA.

Question 224 [Medium]

What is unique about Al regulation in financial services?

A) No regulations apply

B) Financial Al must address fair lending, credit reporting, anti-discrimination, market manipulation,
and financial stability risks

C) Only general Al regulations apply

D) Financial Al is completely unregulated

Correct Answer: B

Explanation: Financial services Al faces unique regulatory requirements addressing fair lending
(ECOA, Fair Housing Act), credit reporting (FCRA), anti-discrimination, market manipulation, al-
gorithmic trading, and financial stability risks. Options A and D are incorrect. Option C ignores sector-
specific requirements.

Question 225 [Medium]

An Al system makes credit decisions. What US laws are MOST relevant?

A) No specific laws apply

B) Equal Credit Opportunity Act (ECOA), Fair Credit Reporting Act (FCRA), and Fair Housing Act
C) Only general contract law

D) Only state laws
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Correct Answer: B

Explanation: Al credit decisions are subject to ECOA (prohibiting discrimination, requiring adverse ac-
tion notices), FCRA (governing credit reporting), and Fair Housing Act (for housing-related credit), plus
general Al regulations. Options A and C are incomplete. Option D ignores federal laws.

Question 226 [Hard]

A bank’s Al credit model is accurate but has disparate impact on a protected class. The
bank argues there’s no intentional discrimination. What is the legal situation?

A) No legal issue since there’s no intent

B) Disparate impact can violate fair lending laws even without intentional discrimination; the bank
must demonstrate business necessity and less discriminatory alternatives

C) Accuracy eliminates all legal concerns

D) Only intentional discrimination is illegal

Correct Answer: B

Explanation: Fair lending laws prohibit both disparate treatment (intentional discrimination) and dis-
parate impact (policies with discriminatory effects even without intent). If disparate impact exists, the
bank must demonstrate business necessity and that less discriminatory alternatives aren’t available.
Options A and D ignore disparate impact. Option C is incorrect.

Question 227 [Easy]

What is unique about Al regulation in employment?

A) No regulations apply

B) Employment Al must address anti-discrimination laws, labor laws, and worker rights
C) Only general Al regulations apply

D) Employment Al is completely unregulated

Correct Answer: B

Explanation: Employment Al faces unique regulatory requirements addressing anti-discrimination
laws (Title VII, ADA, ADEA), labor laws, worker rights, and transparency requirements for automated
employment decisions. Options A and D are incorrect. Option C ignores sector-specific requirements.

Question 228 [Medium]

An Al system screens job applications. What legal requirements typically apply?

A) No specific requirements

B) Anti-discrimination laws, potential requirements for transparency and human review, and validation
for job-relatedness

C) Only general software requirements

D) Employment Al is exempt from regulation

Correct Answer: B
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Explanation: Al employment screening is subject to anti-discrimination laws (Title VII, ADA, ADEA),
potential requirements for transparency and human review (EEOC guidance, NYC Local Law 144), and
validation that screening criteria are job-related and consistent with business necessity. Options A, C,
and D understate requirements.

Question 229 [Easy]

What is unique about Al regulation in law enforcement?

A) No regulations apply

B) Law enforcement Al faces heightened scrutiny regarding civil rights, due process, and potential for
discriminatory enforcement

C) Only general Al regulations apply

D) Law enforcement Al is completely unregulated

Correct Answer: B

Explanation: Law enforcement Al faces heightened scrutiny and restrictions regarding civil rights,
due process, Fourth Amendment concerns, and potential for discriminatory enforcement, with some
jurisdictions banning certain applications like facial recognition. Options A and D are incorrect. Option
C ignores sector-specific concerns.

Question 230 [Medium]

What are common concerns about Al in criminal justice?

A) No specific concerns

B) Bias perpetuating discriminatory enforcement, lack of transparency, due process violations, and
feedback loops amplifying inequality

C) Only technical concerns

D) Only cost concerns

Correct Answer: B

Explanation: Al in criminal justice raises serious concerns about bias perpetuating discriminatory en-
forcement, lack of transparency in consequential decisions, due process violations, and feedback loops
that amplify existing inequality in the justice system. Options A, C, and D understate or misidentify
concerns.

Question 231 [Hard]

A jurisdiction uses Al for predictive policing. Civil rights groups challenge it as
discriminatory. What factors would courts likely consider?

A) Only the system’s technical accuracy

B) Disparate impact on protected groups, whether historical bias is perpetuated, due process
concerns, and whether less discriminatory alternatives exist

C) Only the cost of the system

D) Only the vendor’s reputation
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Correct Answer: B

Explanation: Courts would likely consider disparate impact on protected groups, whether the system
perpetuates historical bias in policing data, due process and Fourth Amendment concerns, whether
there’s adequate justification, and whether less discriminatory alternatives exist. Option A is too
narrow. Options C and D are irrelevant to discrimination analysis.

Question 232 [Easy]

What is unique about Al regulation in transportation?

A) No regulations apply

B) Transportation Al must address safety, liability, and specific regulations for autonomous vehicles
C) Only general Al regulations apply

D) Transportation Al is completely unregulated

Correct Answer: B

Explanation: Transportation Al, particularly autonomous vehicles, faces unique regulatory require-
ments addressing safety standards, testing requirements, liability frameworks, and sector-specific reg-
ulations from transportation authorities. Options A and D are incorrect. Option C ignhores sector-specific
requirements.

Question 233 [Medium]

What regulatory challenges are unique to autonomous vehicles?

A) No unique challenges

B) Safety validation, liability determination, ethical decision-making in unavoidable accidents, and
regulatory approval processes

C) Only technical challenges

D) Only insurance challenges

Correct Answer: B

Explanation: Autonomous vehicles face unique regulatory challenges including safety validation
methodologies, liability determination when Al is driving, ethical decision-making frameworks for un-
avoidable accidents, and regulatory approval processes that differ from traditional vehicles. Options A,
C, and D are incomplete.

Question 234 [Easy]

What is unique about Al regulation in education?

A) No regulations apply

B) Education Al must address student privacy (FERPA), fairness in educational opportunities, and
developmental appropriateness

C) Only general Al regulations apply

D) Education Al is completely unregulated



81

Correct Answer: B

Explanation: Education Al faces unique requirements addressing student privacy (FERPA in US), fair-
ness in educational opportunities and outcomes, developmental appropriateness, and concerns about
automated decisions affecting educational trajectories. Options A and D are incorrect. Option C ignores
sector-specific requirements.

Question 235 [Medium]

An Al system makes college admissions decisions. What regulatory and ethical concerns
apply?

A) No specific concerns

B) Anti-discrimination laws, fairness in educational opportunity, transparency, and potential for
perpetuating inequality

C) Only technical concerns

D) Only cost concerns

Correct Answer: B

Explanation: Al admissions systems raise concerns about anti-discrimination laws (Title VI), fairness
in educational opportunity, transparency in consequential decisions, and potential for perpetuating or
amplifying educational inequality. Options A, C, and D understate or misidentify concerns.

Question 236 [Hard]

A university’s Al admissions system has disparate impact on certain racial groups but the
university argues it’s based on “objective” academic metrics. Is this legally defensible?

A) Yes, objective metrics eliminate legal concerns

B) No, disparate impact can be illegal even with facially neutral criteria; the university must show
educational necessity and lack of less discriminatory alternatives

C) Yes, if the system is accurate

D) Admissions decisions are exempt from anti-discrimination laws

Correct Answer: B

Explanation: Under Title VI and related laws, disparate impact can be illegal even with facially neut-
ral criteria. The university must demonstrate educational necessity and that less discriminatory altern-
atives aren’t available. “Objective” metrics that perpetuate historical inequality may not be defensible.
Options A and C misunderstand disparate impact. Option D is incorrect.

Question 237 [Easy]

What is unique about Al regulation in insurance?

A) No regulations apply
B) Insurance Al must address actuarial fairness, anti-discrimination laws, and state insurance regula-
tions



82

C) Only general Al regulations apply
D) Insurance Al is completely unregulated

Correct Answer: B

Explanation: Insurance Al faces unique requirements balancing actuarial fairness with anti-discrimin-
ation laws, state insurance regulations, and concerns about proxy discrimination and access to insur-
ance. Options A and D are incorrect. Option C ignores sector-specific requirements.

Question 238 [Medium]

What is “proxy discrimination” in insurance Al?

A) Using proxy servers

B) When Al uses seemingly neutral variables that correlate with protected characteristics, resulting in
discriminatory outcomes

C) Discrimination by proxy companies

D) Discrimination in proxy voting

Correct Answer: B

Explanation: Proxy discrimination occurs when Al uses seemingly neutral variables (e.g., zip code,
occupation) that correlate with protected characteristics (race, gender), resulting in discriminatory
outcomes even without explicitly using protected characteristics. This is a significant concern in
insurance. Options A, C, and D misinterpret the term.

Question 239 [Easy]

What is unique about Al regulation in content moderation?

A) No regulations apply

B) Content moderation Al must balance free speech, platform liability, and harmful content removal
C) Only general Al regulations apply

D) Content moderation Al is completely unregulated

Correct Answer: B

Explanation: Content moderation Al faces unique challenges balancing free speech concerns, plat-
form liability (Section 230 in US, DSA in EU), removal of harmful content, and concerns about bias in
moderation decisions. Options A and D are incorrect. Option C ignores sector-specific concerns.

Question 240 [Medium]

What is the EU Digital Services Act (DSA) and how does it relate to Al?

A) A technical standard

B) EU regulation governing online platforms, including requirements for algorithmic transparency and
content moderation

C) A trade agreement

D) A voluntary guideline
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Correct Answer: B

Explanation: The DSA is EU regulation governing online platforms and services, including require-
ments for algorithmic transparency, content moderation, risk assessment for very large platforms, and
user rights. It significantly affects Al used in content moderation and recommendation. Options A, C,
and D misidentify the DSA.

Question 241 [Hard]

A social media platform’s Al content moderation system removes more content from
certain political viewpoints. What regulatory and ethical issues arise?

A) No issues if it’'s automated

B) Potential bias concerns, free speech implications, transparency requirements under DSA/similar
laws, and need for appeal mechanisms

C) Only technical issues

D) Platforms have unlimited discretion

Correct Answer: B

Explanation: Viewpoint-based content moderation raises concerns about bias, free speech implica-
tions (especially for government-related platforms), transparency requirements under laws like the
DSA, and need for effective appeal mechanisms. While platforms have discretion, it's not unlimited.
Options A and C understate concerns. Option D overstates platform discretion.

Question 242 [Easy]

What is unique about Al regulation in advertising?

A) No regulations apply

B) Advertising Al must address consumer protection, truth in advertising, and anti-discrimination in ad
targeting

C) Only general Al regulations apply

D) Advertising Al is completely unregulated

Correct Answer: B

Explanation: Advertising Al faces requirements addressing consumer protection, truth in advertising
(FTC in US), anti-discrimination in ad targeting (particularly for housing, employment, credit), and
transparency. Options A and D are incorrect. Option C ignores sector-specific requirements.

Question 243 [Medium]

What legal issues arise from Al-targeted advertising?

A) No legal issues

B) Discriminatory ad targeting, privacy concerns, manipulation, and sector-specific restrictions
(housing, employment, credit)

C) Only technical issues

D) Only cost issues
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Correct Answer: B

Explanation: Al-targeted advertising raises legal issues including discriminatory ad targeting (particu-
larly problematic for housing, employment, credit under Fair Housing Act, ECOA), privacy concerns, po-
tential manipulation, and deceptive practices. Options A, C, and D understate or misidentify issues.

Question 244 [Easy]

What is unique about Al regulation in critical infrastructure?

A) No regulations apply

B) Critical infrastructure Al faces heightened security, safety, and resilience requirements due to
potential for catastrophic failures

C) Only general Al regulations apply

D) Critical infrastructure Al is completely unregulated

Correct Answer: B

Explanation: Al in critical infrastructure (energy, water, telecommunications) faces heightened re-
quirements for security, safety, resilience, and reliability due to potential for catastrophic failures af-
fecting public safety and national security. Options A and D are incorrect. Option C ignores sector-
specific requirements.

Question 245 [Medium]

What additional considerations apply to Al in critical infrastructure?

A) No additional considerations

B) Cybersecurity, physical safety, resilience to attacks, fail-safe mechanisms, and national security im-
plications

C) Only cost considerations

D) Only performance considerations

Correct Answer: B

Explanation: Al in critical infrastructure requires additional considerations including cybersecurity
against attacks, physical safety of the public, resilience and redundancy, fail-safe mechanisms, and
national security implications of Al failures or compromises. Options A, C, and D are incomplete.

Question 246 [Hard]

An energy company uses Al to manage the electrical grid. What regulatory framework
likely applies?

A) Only general Al regulations

B) Combination of energy sector regulations, critical infrastructure protection requirements, safety
standards, and general Al regulations

C) No regulations apply

D) Only state regulations
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Correct Answer: B

Explanation: Al managing electrical grids faces a combination of energy sector regulations (FERC in
US), critical infrastructure protection requirements (NERC CIP), safety standards, cybersecurity require-
ments, and general Al regulations. This multi-layered regulatory framework reflects the critical nature
of the infrastructure. Options A and C are incomplete. Option D ignores federal requirements.

Question 247 [Easy]

What is unique about Al regulation in government services?

A) No regulations apply

B) Government Al faces constitutional constraints, due process requirements, transparency
obligations, and heightened accountability

C) Only general Al regulations apply

D) Government Al is completely unregulated

Correct Answer: B

Explanation: Government Al faces unique requirements including constitutional constraints (Fourth
Amendment, Equal Protection), due process requirements, transparency obligations, heightened ac-
countability, and restrictions on certain applications. Options A and D are incorrect. Option C ignores
government-specific requirements.

Question 248 [Medium]

What constitutional issues arise from government use of Al?

A) No constitutional issues

B) Fourth Amendment (searches/surveillance), Fifth/Fourteenth Amendment (due process), Equal
Protection (discrimination), and First Amendment (speech/association)

C) Only technical issues

D) Only budget issues

Correct Answer: B

Explanation: Government Al raises constitutional issues including Fourth Amendment concerns (sur-
veillance, searches), Fifth/Fourteenth Amendment due process (fair procedures, notice), Equal Protec-
tion (discrimination), and First Amendment (chilling effects on speech/association). Options A, C, and D
understate or misidentify issues.

Question 249 [Hard]

A government agency uses Al for benefit eligibility determinations. What legal
requirements likely apply?

A) No specific requirements
B) Due process (notice, explanation, appeal), Equal Protection (non-discrimination), Administrative
Procedure Act, and transparency requirements
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C) Only general software requirements
D) Government agencies have unlimited discretion

Correct Answer: B

Explanation: Government Al for benefit determinations must comply with due process requirements
(notice, explanation, meaningful appeal), Equal Protection (non-discrimination), Administrative Proced-
ure Act (reasoned decision-making), and transparency requirements. Government discretion is con-
strained by constitutional and statutory requirements. Options A and C are incomplete. Option D is in-
correct.

Question 250 [Medium]

Why is sector-specific Al regulation important?

A) To make compliance more complex

B) Because Al risks, impacts, and appropriate governance vary significantly by context, requiring
tailored approaches beyond general regulations

C) To prevent Al innovation

D) For no particular reason

Correct Answer: B

Explanation: Sector-specific Al regulation is important because Al risks, impacts, stakeholder con-
cerns, and appropriate governance vary significantly by context (healthcare vs. finance vs. law en-
forcement), requiring tailored approaches that address sector-specific concerns beyond what general
Al regulations can provide. Option A mischaracterizes the purpose. Option C is incorrect. Option D
ignores legitimate reasons.

Domain lll: Governing Al Development

Questions 251-375 covering Chapters 10-12

Chapter 10: Al Lifecycle Governance (Questions
251-292)

Question 251 [Easy]

What is the Al lifecycle?
A) The lifespan of Al hardware
B) The stages of Al system development from conception through retirement

C) The career path of Al developers
D) The product lifecycle of Al companies

Correct Answer: B
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Explanation: The Al lifecycle encompasses all stages of Al system development, deployment, and
management from initial conception and planning through design, development, testing, deployment,
monitoring, and eventual retirement. Options A, C, and D misidentify the concept.

Question 252 [Easy]

What are the typical stages of the Al lifecycle?

A) Buy, Install, Use

B) Planning, Design, Development, Testing, Deployment, Monitoring, Maintenance, Retirement
C) Start, Middle, End

D) Research, Development, Sales

Correct Answer: B

Explanation: The Al lifecycle typically includes planning/scoping, design, development/training, test-
ing/validation, deployment, monitoring, maintenance/updates, and retirement/decommissioning.
Options A, C, and D oversimplify or misidentify the stages.

Question 253 [Medium]

Why is lifecycle governance important for Al systems?

A) It’s not important

B) Al systems evolve and their risks change over time, requiring governance at each lifecycle stage
C) Only to satisfy regulators

D) Only for documentation purposes

Correct Answer: B

Explanation: Lifecycle governance is crucial because Al systems evolve, their performance changes,

new risks emerge, and different governance activities are appropriate at different stages. Governance
must be integrated throughout the lifecycle, not just at deployment. Options A, C, and D understate or
mischaracterize the importance.

Question 254 [Easy]

What should occur during the planning stage of the Al lifecycle?

A) Immediate development without planning

B) Define objectives, assess feasibility, identify risks, determine governance requirements, and
establish success criteria

C) Only budget allocation

D) Only technology selection

Correct Answer: B

Explanation: The planning stage should include defining clear objectives, assessing feasibility and
appropriateness of Al, identifying potential risks and impacts, determining governance requirements,
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establishing success criteria, and considering alternatives. Options A, C, and D are incomplete or in-
correct.

Question 255 [Medium]

What is a “use case assessment” in Al lifecycle governance?

A) Assessing how many people will use the system

B) Evaluating whether Al is appropriate for the intended use case, considering risks, benefits, and al-
ternatives

C) Assessing use case documentation quality

D) Assessing user interface design

Correct Answer: B

Explanation: Use case assessment evaluates whether Al is appropriate and beneficial for the inten-
ded use case, considering potential risks, benefits, ethical implications, and whether non-Al alternat-
ives might be more appropriate. This is a critical early governance activity. Options A, C, and D
misidentify the assessment focus.

Question 256 [Hard]

During use case assessment, an organization identifies that an Al system could automate a
task but would eliminate jobs and has high bias risk. What should governance recom-
mend?

A) Proceed immediately since automation is always beneficial

B) Conduct comprehensive impact assessment, explore bias mitigation, consider just transition for
affected workers, and evaluate whether benefits justify risks

C) Abandon all automation

D) Ignore social impacts

Correct Answer: B

Explanation: Governance should recommend comprehensive impact assessment, exploration of bias
mitigation strategies, consideration of just transition planning for affected workers, stakeholder en-
gagement, and careful evaluation of whether benefits justify risks and whether the use case is appro-
priate. Option A ignores important considerations. Option C is unnecessarily absolute. Option D is irre-
sponsible.

Question 257 [Easy]

What is “requirements definition” in Al lifecycle governance?

A) Defining hardware requirements only

B) Specifying functional, performance, ethical, and governance requirements for the Al system
C) Defining budget requirements only

D) Defining staffing requirements only

Correct Answer: B
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Explanation: Requirements definition specifies what the Al system must do (functional), how well it
must perform (performance), ethical requirements (fairness, transparency), and governance require-
ments (documentation, oversight), guiding development. Options A, C, and D are too narrow.

Question 258 [Medium]

What governance activities should occur during the design stage?

A) No governance needed during design

B) Architecture review, privacy by design, fairness considerations, explainability planning, and security
design

C) Only technical design

D) Only user interface design

Correct Answer: B

Explanation: Design stage governance includes architecture review for governance requirements,
privacy by design, fairness considerations in algorithm selection, explainability planning, security
design, and documentation of design decisions. Options A, C, and D are incomplete or incorrect.

Question 259 [Easy]
What is “privacy by design” in the Al lifecycle?

A) Designing private offices

B) Integrating privacy protections into Al system design from the beginning
C) Designing privacy policies

D) Designing after development

Correct Answer: B

Explanation: Privacy by design means integrating privacy protections into Al system design from the
beginning, including data minimization, purpose limitation, security measures, and privacy-enhancing
technologies, rather than adding privacy as an afterthought. Options A and C misinterpret the
concept. Option D contradicts the principle.

Question 260 [Medium]

What is “fairness by design” in Al development?

A) Fair pricing

B) Proactively designing Al systems to promote fairness and mitigate bias from the beginning
C) Fair contracts with vendors

D) Fair working conditions

Correct Answer: B

Explanation: Fairness by design means proactively designing Al systems to promote fairness and mit-
igate bias from the beginning, including careful feature selection, representative training data, fair-
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ness-aware algorithms, and bias testing, rather than addressing fairness after development. Options
A, C, and D relate to other types of fairness.

Question 261 [Hard]

During design, a team must choose between two algorithms: one is more accurate but less
explainable; the other is less accurate but more explainable. The application is loan
approval. What factors should governance consider?

A) Always choose the more accurate algorithm

B) Balance accuracy with explainability considering legal requirements, contestability needs, risk of
discrimination, and stakeholder expectations

C) Always choose the more explainable algorithm

D) Choose randomly

Correct Answer: B

Explanation: Governance should balance accuracy with explainability considering legal requirements
(adverse action notices), contestability needs, risk of discrimination (explainability helps identify bias),
stakeholder expectations, and the specific use case. Loan approval’s significant impact and legal re-
quirements favor explainability. Options A and C make absolute choices. Option D is inappropriate.

Question 262 [Easy]

What is “data collection” in the Al lifecycle?

A) Collecting data storage devices

B) Gathering training, validation, and testing data for Al system development
C) Collecting data about competitors

D) Collecting user feedback only

Correct Answer: B

Explanation: Data collection involves gathering training, validation, and testing data for Al system
development, with governance ensuring data quality, representativeness, lawful collection, and
appropriate consent. Options A, C, and D misidentify the concept.

Question 263 [Medium]

What governance considerations apply to training data collection?

A) No governance needed

B) Lawful collection, consent/legal basis, representativeness, bias assessment, data quality, and docu-
mentation

C) Only technical considerations

D) Only cost considerations

Correct Answer: B
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Explanation: Training data collection governance includes ensuring lawful collection, appropriate con-
sent or legal basis, representativeness of deployment population, bias assessment, data quality evalu-
ation, and comprehensive documentation of data sources and characteristics. Options A, C, and D are
incomplete or incorrect.

Question 264 [Easy]

What is “model training” in the Al lifecycle?

A) Training employees to use Al

B) The process of teaching an Al model to recognize patterns from training data
C) Training documentation

D) Physical training for Al developers

Correct Answer: B

Explanation: Model training is the process of teaching an Al model to recognize patterns and relation-
ships from training data through iterative learning algorithms, producing a trained model for
deployment. Options A, C, and D misidentify the concept.

Question 265 [Medium]

What governance activities should occur during model training?

A) No governance during training

B) Monitoring for bias, tracking experiments, version control, documentation of decisions, and
validation of intermediate results

C) Only technical monitoring

D) Only cost monitoring

Correct Answer: B

Explanation: Training governance includes monitoring for emerging bias, tracking experiments and
hyperparameters, version control of models and data, documentation of decisions and trade-offs, and
validation of intermediate results. Options A, C, and D are incomplete or incorrect.

Question 266 [Hard]

During training, a model shows high accuracy on training data but exhibits bias against a
protected group. What should governance recommend?

A) Deploy since accuracy is high

B) Investigate root causes, attempt bias mitigation (data augmentation, algorithm adjustment,
fairness constraints), retest, and document decisions

C) Ignore the bias

D) Only document the bias without mitigation

Correct Answer: B
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Explanation: Governance should recommend investigating root causes of bias, attempting mitigation
strategies (collecting more representative data, adjusting algorithms, applying fairness constraints),
retesting after mitigation, and documenting decisions and trade-offs. Deploying biased systems (A) or
ignoring bias (C) is irresponsible. Documentation alone (D) is insufficient.

Question 267 [Easy]

What is “model validation” in the Al lifecycle?

A) Validating parking for Al developers

B) Evaluating whether a trained model meets requirements and performs appropriately before deploy-
ment

C) Validating vendor contracts

D) Validating user accounts

Correct Answer: B

Explanation: Model validation evaluates whether a trained model meets functional, performance,
fairness, and safety requirements before deployment, using validation data and various testing
methodologies. Options A, C, and D misidentify the concept.

Question 268 [Medium]

What should model validation include from a governance perspective?

A) Only accuracy testing

B) Accuracy, fairness across groups, robustness, explainability, safety, and alignment with require-
ments

C) Only technical performance

D) Only speed testing

Correct Answer: B

Explanation: Comprehensive model validation includes accuracy/performance metrics, fairness test-
ing across demographic groups, robustness to adversarial inputs, explainability verification, safety
testing, and confirmation of alignment with all requirements. Options A, C, and D are too narrow.

Question 269 [Easy]

What is “testing” in the Al lifecycle?

A) Testing hardware only

B) Systematically evaluating Al system functionality, performance, safety, and fairness before deploy-
ment

C) Testing user interfaces only

D) Testing documentation only

Correct Answer: B
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Explanation: Testing systematically evaluates Al system functionality, performance, safety, fairness,
robustness, and other requirements using various testing methodologies before deployment. Options
A, C, and D are too narrow.

Question 270 [Medium]

What types of testing should be conducted for Al systems?

A) Only unit testing

B) Functional, performance, fairness, robustness, security, explainability, and integration testing
C) Only user acceptance testing

D) Only regression testing

Correct Answer: B

Explanation: Comprehensive Al testing includes functional testing (does it work as intended), per-
formance testing (accuracy, speed), fairness testing (across groups), robustness testing (edge cases,
adversarial inputs), security testing, explainability testing, and integration testing. Options A, C, and D
are too narrow.

Question 271 [Hard]

An Al system passes all technical tests but stakeholder testing reveals it’s confusing to
users and explanations are inadequate. Should it be deployed?

A) Yes, since technical tests passed

B) No, address usability and explainability issues before deployment, as these affect real-world
effectiveness and accountability

C) Yes, users will adapt

D) Deploy and fix issues later

Correct Answer: B

Explanation: Technical performance alone is insufficient. Usability and explainability issues affect
real-world effectiveness, user trust, and accountability. Governance should require addressing these is-
sues before deployment, as confused users may misuse the system or be unable to exercise oversight.
Options A and C ignore important issues. Option D delays necessary fixes.

Question 272 [Easy]

What is “deployment” in the Al lifecycle?

A) Deploying hardware only

B) Releasing the Al system into production use in the real-world environment
C) Deploying documentation

D) Deploying marketing materials

Correct Answer: B
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Explanation: Deployment is releasing the Al system into production use in the real-world environ-
ment where it will make actual decisions or provide actual services to users. Options A, C, and D
misidentify the concept.

Question 273 [Medium]

What governance activities should occur at deployment?

A) No governance needed at deployment

B) Final approval, deployment documentation, user training, monitoring setup, and incident response
preparation

C) Only technical deployment

D) Only marketing activities

Correct Answer: B

Explanation: Deployment governance includes final approval based on testing results, comprehens-
ive deployment documentation, user training on appropriate use and limitations, monitoring system
setup, and incident response preparation. Options A, C, and D are incomplete or incorrect.

Question 274 [Easy]

What is “monitoring” in the Al lifecycle?

A) Monitoring employee productivity

B) Ongoing observation of Al system performance, fairness, and impacts after deployment
C) Monitoring competitors

D) Monitoring stock prices

Correct Answer: B

Explanation: Monitoring involves ongoing observation of Al system performance, accuracy, fairness,
impacts, and behavior after deployment to detect issues like model drift, emerging bias, or unexpec-
ted behaviors requiring intervention. Options A, C, and D misidentify the concept.

Question 275 [Medium]

What should be monitored in deployed Al systems?

A) Only system uptime

B) Performance metrics, fairness across groups, model drift, user feedback, incidents, and real-world
impacts

C) Only error rates

D) Only usage statistics

Correct Answer: B

Explanation: Comprehensive monitoring includes performance metrics (accuracy, latency), fairness
metrics across demographic groups, model drift detection, user feedback, incident tracking, and real-
world impacts. Options A, C, and D are too narrow.
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Question 276 [Hard]

Monitoring detects that an Al system’s accuracy has degraded from 95% to 85% over six
months. What should governance recommend?

A) Continue operating since 85% is still high

B) Investigate root causes (model drift, data distribution changes), assess impact, determine if
retraining or other intervention is needed, and document decisions

C) Ignore the degradation

D) Only notify users

Correct Answer: B

Explanation: Significant performance degradation requires investigation of root causes (model drift,
changing data distributions), impact assessment, determination of whether retraining or other inter-
vention is needed, and documentation. Continuing without investigation (A) or ignoring the issue (C) is
irresponsible. Notification alone (D) is insufficient.

Question 277 [Easyl

What is “model maintenance” in the Al lifecycle?

A) Maintaining hardware only

B) Ongoing activities to keep Al systems performing appropriately, including updates, retraining, and
bug fixes

C) Maintaining documentation only

D) Maintaining vendor relationships only

Correct Answer: B

Explanation: Model maintenance includes ongoing activities to keep Al systems performing appropri-
ately, such as retraining with new data, updating algorithms, fixing bugs, and adapting to changing
conditions. Options A, C, and D are too narrow.

Question 278 [Medium]

When should an Al model be retrained?

A) Never, once deployed

B) When monitoring detects performance degradation, bias emergence, significant data distribution
changes, or at planned intervals

C) Only when it completely fails

D) Only when users complain

Correct Answer: B

Explanation: Models should be retrained when monitoring detects performance degradation, emer-
ging bias, significant changes in data distributions, or at planned intervals based on the use case.
Waiting for complete failure (C) or relying only on complaints (D) is reactive and risky. Option A ignores
the need for maintenance.
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Question 279 [Easy]

What is “model updating” in the Al lifecycle?

A) Updating hardware

B) Modifying Al models to improve performance, address issues, or adapt to changes
C) Updating documentation only

D) Updating user interfaces only

Correct Answer: B

Explanation: Model updating involves modifying Al models to improve performance, address identi-
fied issues (bias, errors), adapt to changing conditions, or incorporate new capabilities. Options A, C,
and D are too narrow or misidentify the concept.

Question 280 [Medium]

What governance considerations apply when updating deployed Al models?

A) No governance needed for updates

B) Testing updated models, assessing impacts of changes, version control, documentation, and user
notification

C) Only technical testing

D) Only performance testing

Correct Answer: B

Explanation: Model update governance includes testing updated models (ensuring improvements
don’t introduce new issues), assessing impacts of changes, version control, comprehensive document-
ation of changes and rationale, and appropriate user notification. Options A, C, and D are incomplete
or incorrect.

Question 281 [Hard]

An organization updates an Al model to improve accuracy. The update improves overall ac-
curacy but worsens fairness for a minority group. What should governance recommend?

A) Deploy the update since overall accuracy improved

B) Do not deploy; investigate the fairness regression, attempt to achieve both accuracy and fairness
improvements, and document trade-offs if impossible

C) Deploy and address fairness later

D) Ignore fairness concerns

Correct Answer: B

Explanation: Governance should not approve updates that worsen fairness, even if overall accuracy
improves. The organization should investigate the fairness regression, attempt to achieve both im-
provements, and carefully document trade-offs if simultaneous improvement proves impossible. De-
ploying despite fairness regression (A, C) or ignoring fairness (D) is irresponsible.
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Question 282 [Easy]

What is “incident management” in the Al lifecycle?

A) Managing workplace incidents

B) Processes for detecting, responding to, and learning from Al system failures, harms, or unexpected
behaviors

C) Managing security incidents only

D) Managing customer complaints only

Correct Answer: B

Explanation: Incident management encompasses processes for detecting, responding to, mitigating,
and learning from Al system failures, harms, biases, or unexpected behaviors, including root cause
analysis and corrective actions. Options A, C, and D are too narrow or misidentify the concept.

Question 283 [Medium]

What should an Al incident response process include?

A) Only technical fixes

B) Detection, assessment, containment, investigation, remediation, communication, and learning/im-
provement

C) Only user notification

D) Only documentation

Correct Answer: B

Explanation: Comprehensive incident response includes detection mechanisms, impact assessment,
containment (stopping harm), investigation of root causes, remediation, appropriate communication to
stakeholders, and learning/improvement to prevent recurrence. Options A, C, and D are incomplete.

Question 284 [Easy]

What is “decommissioning” in the Al lifecycle?

A) Removing commissioners

B) The process of retiring an Al system from use, including data handling and transition planning
C) Decommissioning hardware only

D) Decommissioning staff

Correct Answer: B

Explanation: Decommissioning is the process of retiring an Al system from use, including decisions
about data retention/deletion, transition to alternative systems, user notification, and documentation
of the system’s history and lessons learned. Options A, C, and D misidentify the concept.

Question 285 [Medium]

What governance considerations apply when decommissioning an Al system?
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A) Just turn it off

B) Data retention/deletion decisions, transition planning, user notification, documentation, and lessons
learned capture

C) Only technical shutdown

D) Only cost considerations

Correct Answer: B

Explanation: Decommissioning governance includes decisions about data retention or deletion (con-
sidering legal requirements and privacy), transition planning to alternative systems, user notification,
comprehensive documentation of the system’s history, and capturing lessons learned. Options A, C,
and D are incomplete or incorrect.

Question 286 [Hard]

An Al system is being decommissioned. It was trained on personal data. What are the data
governance obligations?

A) No obligations; just delete everything

B) Assess legal retention requirements, data subject rights (erasure requests), determine appropriate
retention or deletion, document decisions, and ensure secure deletion

C) Keep all data indefinitely

D) Transfer all data to a new system

Correct Answer: B

Explanation: Decommissioning requires assessing legal retention requirements (some data may need
to be retained), considering data subject rights (including erasure requests), determining appropriate
retention or deletion based on legal and business needs, documenting decisions, and ensuring secure
deletion of data not retained. Options A and C make absolute decisions. Option D may violate purpose
limitation.

Question 287 [Easyl]

What is “lifecycle documentation” in Al governance?

A) Documenting employee lifecycles

B) Comprehensive recording of decisions, processes, and outcomes throughout the Al system lifecycle
C) Documenting product lifecycles only

D) Documenting hardware lifecycles

Correct Answer: B

Explanation: Lifecycle documentation involves comprehensive recording of decisions, processes,
testing results, incidents, and outcomes throughout the Al system lifecycle, supporting accountability,
knowledge transfer, and compliance. Options A, C, and D misidentify the concept.

Question 288 [Medium]

Why is comprehensive lifecycle documentation important?
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A) It’s not important

B) Supports accountability, enables auditing, facilitates knowledge transfer, demonstrates compliance,
and enables learning

C) Only for legal protection

D) Only for marketing purposes

Correct Answer: B

Explanation: Comprehensive lifecycle documentation supports accountability for decisions, enables
internal and external auditing, facilitates knowledge transfer, demonstrates regulatory compliance,
and enables organizational learning from successes and failures. Options A, C, and D understate or
mischaracterize the importance.

Question 289 [Easy]

What is “version control” in Al lifecycle governance?

A) Controlling software versions only

B) Tracking and managing different versions of models, data, code, and configurations throughout the
lifecycle

C) Controlling document versions only

D) Controlling hardware versions

Correct Answer: B

Explanation: Version control in Al involves tracking and managing different versions of models, train-
ing data, code, configurations, and documentation throughout the lifecycle, enabling reproducibility,
rollback, and audit trails. Options A and C are too narrow. Option D misidentifies the focus.

Question 290 [Medium]

What is “change management” in the Al lifecycle?

A) Managing organizational changes only

B) Processes for controlling and documenting changes to Al systems throughout the lifecycle
C) Managing personnel changes only

D) Managing budget changes only

Correct Answer: B

Explanation: Change management in Al involves processes for proposing, reviewing, approving, im-
plementing, and documenting changes to Al systems throughout the lifecycle, ensuring changes are
controlled and their impacts assessed. Options A, C, and D relate to other types of change manage-
ment.

Question 291 [Hard]

An organization has multiple Al systems at different lifecycle stages. How should lifecycle
governance be structured?
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A) One-size-fits-all approach for all systems

B) Risk-based approach with governance intensity proportional to system risk, but consistent
processes across systems

C) No governance for low-risk systems

D) Separate, uncoordinated governance for each system

Correct Answer: B

Explanation: Effective lifecycle governance uses a risk-based approach where governance intensity is
proportional to system risk, but maintains consistent processes and standards across all systems for
efficiency and consistency. Option A doesn’t account for risk differences. Option C abandons
governance for some systems. Option D creates inefficiency and gaps.

Question 292 [Medium]

What is “lifecycle governance integration”?

A) Integrating different lifecycles

B) Embedding governance activities into each lifecycle stage rather than treating governance as sep-
arate

C) Integrating governance teams only

D) Integrating documentation only

Correct Answer: B

Explanation: Lifecycle governance integration means embedding governance activities, require-
ments, and checkpoints into each lifecycle stage rather than treating governance as a separate, paral-
lel process. This ensures governance is proactive and integrated into development workflows. Options
A, C, and D misidentify the concept.

Chapter 11: Data Governance for Al (Questions
293-333)

Question 293 [Easy]

What is data governance for Al?

A) Governing data storage only

B) Policies, processes, and controls for managing data throughout the Al lifecycle
C) Governing databases only

D) Governing data centers

Correct Answer: B

Explanation: Data governance for Al encompasses policies, processes, and controls for managing
data quality, privacy, security, lineage, and appropriate use throughout the Al lifecycle, from collection
through retention and deletion. Options A, C, and D are too narrow.
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Question 294 [Easy]

Why is data governance particularly important for Al?

A) It’s not particularly important

B) Al system quality and fairness depend fundamentally on training data quality, representativeness,
and appropriate use

C) Only for compliance purposes

D) Only for cost management

Correct Answer: B

Explanation: Data governance is critical for Al because Al system quality, accuracy, fairness, and be-
havior depend fundamentally on training data quality, representativeness, and appropriate use.
“Garbage in, garbage out” is particularly relevant for Al. Options A, C, and D understate or
mischaracterize the importance.

Question 295 [Medium]

What is “data quality” in Al governance?

A) Expensive data

B) Data accuracy, completeness, consistency, timeliness, and fitness for Al purposes
C) Data storage quality

D) Data visualization quality

Correct Answer: B

Explanation: Data quality for Al encompasses accuracy (correctness), completeness (no critical
gaps), consistency (no contradictions), timeliness (current enough), and fitness for purpose (appropri-
ate for the Al task). Poor data quality leads to poor Al performance. Options A, C, and D misidentify the
concept.

Question 296 [Medium]

What data quality issues can affect Al systems?

A) No quality issues affect Al

B) Inaccurate labels, missing values, inconsistent formats, outdated data, and unrepresentative
samples

C) Only storage issues

D) Only cost issues

Correct Answer: B

Explanation: Data quality issues affecting Al include inaccurate labels (wrong training signals), miss-
ing values (incomplete information), inconsistent formats (integration problems), outdated data (not
reflecting current patterns), and unrepresentative samples (bias). Options A, C, and D understate or
misidentify issues.
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Question 297 [Hard]

Training data contains 90% examples from one demographic group and 10% from another.
The Al system will be deployed equally across both groups. What data governance issue
exists?

A) No issue; the data is accurate

B) Representativeness issue; the training data doesn’t reflect the deployment population, likely
causing performance disparities

C) Only a technical issue

D) Only a cost issue

Correct Answer: B

Explanation: This is a representativeness issue where training data doesn’t reflect the deployment
population, likely causing the Al system to perform better for the overrepresented group. Data gov-
ernance should identify this issue and require more representative data collection or other mitigation.
Option A ignores representativeness. Options C and D misidentify the issue.

Question 298 [Easy]

What is “data lineage” in Al governance?

A) Family trees of data scientists

B) Documentation of data origins, transformations, and movement through the Al lifecycle
C) Data storage locations

D) Data backup procedures

Correct Answer: B

Explanation: Data lineage documents data origins (sources), transformations (processing steps), and
movement through the Al lifecycle, enabling traceability, reproducibility, and accountability. Options A,
C, and D misidentify the concept.

Question 299 [Medium]

Why is data lineage important for Al governance?

A) It’s not important

B) Enables traceability, reproducibility, impact assessment, compliance demonstration, and root cause
analysis

C) Only for technical purposes

D) Only for auditing purposes

Correct Answer: B

Explanation: Data lineage enables traceability of data sources, reproducibility of results, assessment
of data change impacts, demonstration of compliance with data regulations, and root cause analysis
when issues arise. Options A, C, and D understate or mischaracterize the importance.
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Question 300 [Easy]

What is “data provenance” in Al?

A) Data from Provence, France

B) Information about data origins, ownership, and chain of custody
C) Data storage locations

D) Data backup procedures

Correct Answer: B

Explanation: Data provenance provides information about data origins, ownership, collection meth-
ods, and chain of custody, supporting trust, quality assessment, and compliance. Options A, C, and D
misidentify the concept.

Question 301 [Medium]

What is “training data bias” in Al governance?

A) Bias in data storage

B) Systematic skews or unrepresentativeness in training data that can lead to biased Al system out-
puts

C) Bias in data visualization

D) Bias in data costs

Correct Answer: B

Explanation: Training data bias refers to systematic skews, unrepresentativeness, or historical biases
in training data that can lead to biased Al system outputs and discriminatory outcomes. Addressing
training data bias is a critical governance activity. Options A, C, and D misidentify the concept.

Question 302 [Hard]

Historical hiring data shows a company predominantly hired men for technical roles. This
data is used to train an Al resume screening system. What governance issue exists?

A) No issue; the data reflects reality

B) Historical bias in training data will likely be learned and perpetuated by the Al system, requiring
mitigation or alternative approaches

C) Only a technical issue

D) Only a legal issue

Correct Answer: B

Explanation: Historical bias in training data (past discriminatory hiring) will likely be learned and per-
petuated by the Al system, amplifying historical discrimination. Governance should identify this issue
and require mitigation (data augmentation, fairness constraints) or alternative approaches. Option A
dangerously accepts bias. Options C and D are too narrow.
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Question 303 [Easy]

What is “data representativeness” in Al governance?

A) Data that represents the company

B) Training data that adequately represents the population or scenarios the Al system will encounter in
deployment

C) Data visualization

D) Data storage representation

Correct Answer: B

Explanation: Data representativeness means training data adequately represents the population,
scenarios, and conditions the Al system will encounter in deployment, ensuring the system performs
appropriately across all deployment contexts. Options A, C, and D misidentify the concept.

Question 304 [Medium]

How can data representativeness be assessed?

A) It cannot be assessed

B) Compare training data demographics and characteristics to deployment population, analyze
coverage of scenarios, and identify gaps

C) Only by checking data size

D) Only by checking data cost

Correct Answer: B

Explanation: Data representativeness can be assessed by comparing training data demographics
and characteristics to the expected deployment population, analyzing coverage of relevant scenarios
and edge cases, and identifying gaps or underrepresented groups. Options A, C, and D are incorrect or
too narrow.

Question 305 [Easy]

What is “data minimization” in Al governance?

A) Making data files smaller

B) Collecting and retaining only the minimum data necessary for Al purposes
C) Minimizing data costs

D) Minimizing data quality

Correct Answer: B

Explanation: Data minimization is the principle of collecting and retaining only the minimum personal
data necessary for specified Al purposes, reducing privacy risks and compliance obligations. Options A
and C relate to technical/cost aspects. Option D is counterproductive.
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Question 306 [Medium]

An Al system could use 50 data features but analysis shows 15 features provide similar
performance. What does data minimization suggest?

A) Use all 50 features

B) Use only the 15 necessary features, reducing privacy risk and complexity
C) Use even more features

D) Data minimization doesn’t apply to features

Correct Answer: B

Explanation: Data minimization suggests using only the 15 necessary features, reducing privacy risk
(less personal data processed), model complexity, and potential for spurious correlations, while main-
taining performance. Option A violates minimization. Option C worsens the issue. Option D
misunderstands minimization’s scope.

Question 307 [Easy]

What is “data retention” in Al governance?

A) Retaining data scientists

B) Policies and practices for how long data is kept and when it’'s deleted
C) Retaining data storage devices

D) Retaining data visualizations

Correct Answer: B

Explanation: Data retention encompasses policies and practices for how long different types of data
(training data, operational data, personal data) are kept and when they must be deleted, balancing
legal requirements, business needs, and privacy principles. Options A, C, and D misidentify the
concept.

Question 308 [Medium]

What factors should inform data retention policies for Al?

A) Only storage costs

B) Legal requirements, data subject rights, business needs, privacy principles, and security considera-
tions

C) Only business preferences

D) Only technical limitations

Correct Answer: B

Explanation: Data retention policies should balance legal requirements (some data must be retained,
some must be deleted), data subject rights (erasure requests), legitimate business needs (model im-
provement), privacy principles (storage limitation), and security considerations. Options A, C, and D
are too narrow.
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Question 309 [Hard]

An organization wants to retain all training data indefinitely for potential future model
improvements. What governance issues arise?

A) No issues; more data is always better

B) Conflicts with storage limitation principle, increases privacy risk, may violate data subject rights,
and requires strong justification

C) Only storage cost issues

D) Only technical issues

Correct Answer: B

Explanation: Indefinite retention conflicts with the storage limitation principle (GDPR), increases pri-
vacy risk (more data at risk of breach), may violate data subject rights (erasure requests), and re-
quires strong justification of ongoing necessity. Governance should require defined retention periods
with justification. Option A ignores privacy principles. Options C and D are too narrow.

Question 310 [Easy]

What is “data security” in Al governance?

A) Security guards for data centers

B) Technical and organizational measures to protect data from unauthorized access, loss, or misuse
C) Only encryption

D) Only passwords

Correct Answer: B

Explanation: Data security encompasses technical and organizational measures to protect data from
unauthorized access, loss, alteration, or misuse throughout the Al lifecycle, including encryption, ac-
cess controls, and security monitoring. Options A, C, and D are too narrow or misidentify the concept.

Question 311 [Medium]

What data security measures are particularly important for Al training data?

A) No special measures needed

B) Access controls, encryption, secure storage, audit logging, and protection against data poisoning
C) Only physical security

D) Only network security

Correct Answer: B

Explanation: Al training data requires access controls (limiting who can access), encryption (at rest
and in transit), secure storage, audit logging (tracking access), and protection against data poisoning
attacks. Options A, C, and D are incomplete or incorrect.

Question 312 [Easy]

What is “data privacy” in Al governance?
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A) Private data storage
B) Protecting personal information and respecting individuals’ privacy rights throughout the Al lifecycle
C) Only data encryption
D) Only access controls

Correct Answer: B

Explanation: Data privacy in Al governance involves protecting personal information and respecting
individuals’ privacy rights (consent, access, erasure) throughout the Al lifecycle, implementing pri-
vacy-by-design principles and complying with privacy regulations. Options A, C, and D are too narrow.

Question 313 [Medium]

What is “synthetic data” and how does it relate to data governance?

A) Data about synthetic materials
B) Artificially generated data that mimics real data characteristics, potentially reducing privacy risks
C) Data from synthesis processes
D) Data about chemical synthesis

Correct Answer: B

Explanation: Synthetic data is artificially generated data that mimics real data’s statistical properties
and characteristics without containing actual personal information, potentially reducing privacy risks
while maintaining utility for Al training. However, governance must ensure synthetic data doesn’t
enable re-identification. Options A, C, and D misidentify the concept.

Question 314 [Hard]

An organization generates synthetic data from real personal data for Al training. Does this
eliminate privacy concerns?

A) Yes, synthetic data has no privacy concerns

B) No, synthetic data may still enable re-identification or reveal information about individuals; privacy
assessment is still needed

C) Yes, privacy regulations don't apply to synthetic data

D) Synthetic data always increases privacy risks

Correct Answer: B

Explanation: Synthetic data doesn’t automatically eliminate privacy concerns. Depending on genera-
tion methods, synthetic data may still enable re-identification, reveal information about individuals in
the original dataset, or inherit biases. Privacy assessment is still needed. Option A is overly optimistic.
Option C is incorrect. Option D is overly pessimistic.

Question 315 [Easy]

What is “data labeling” in Al governance?



108

A) Labeling data storage devices

B) The process of annotating training data with correct outputs or categories
C) Labeling data visualizations

D) Labeling data centers

Correct Answer: B

Explanation: Data labeling is the process of annotating training data with correct outputs, categories,
or tags that the Al system should learn to predict. Label quality significantly impacts Al system
performance and fairness. Options A, C, and D misidentify the concept.

Question 316 [Medium]

What governance considerations apply to data labeling?

A) No governance needed

B) Labeler training, quality control, bias mitigation, inter-rater reliability, and documentation
C) Only cost considerations

D) Only speed considerations

Correct Answer: B

Explanation: Data labeling governance includes labeler training (ensuring understanding of categor-
ies), quality control (checking label accuracy), bias mitigation (diverse labelers, clear guidelines), inter-
rater reliability measurement, and documentation of labeling processes and decisions. Options A, C,
and D are incomplete or incorrect.

Question 317 [Hard]

Data labelers consistently mislabel examples from a particular demographic group due to
unfamiliarity. What governance issue exists and how should it be addressed?

A) No issue; labels reflect labeler judgment

B) Systematic labeling bias that will cause Al system bias; address through labeler training, diverse
labeling teams, and quality audits

C) Only a technical issue

D) Only a cost issue

Correct Answer: B

Explanation: Systematic mislabeling due to unfamiliarity creates labeling bias that will be learned by
the Al system, causing biased outputs. Governance should address this through labeler training, di-
verse labeling teams with relevant expertise, clear guidelines, and quality audits focusing on poten-
tially problematic categories. Option A accepts bias. Options C and D misidentify the issue.

Question 318 [Easy]

What is “data augmentation” in Al?
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A) Augmenting data storage

B) Techniques to artificially increase training data diversity and size
C) Augmenting data visualizations

D) Augmenting data costs

Correct Answer: B

Explanation: Data augmentation uses techniques to artificially increase training data diversity and
size (e.g., rotating images, paraphrasing text) to improve model robustness and address data scarcity.
Options A, C, and D misidentify the concept.

Question 319 [Medium]

How can data augmentation support fairness in Al?

A) It cannot support fairness

B) By generating additional examples for underrepresented groups to balance training data
C) Only by increasing data size

D) Only by reducing costs

Correct Answer: B

Explanation: Data augmentation can support fairness by generating additional examples for under-
represented groups, helping balance training data and improve model performance across all groups.
However, augmentation must be done carefully to avoid introducing artifacts. Options A, C, and D are
incorrect or too narrow.

Question 320 [Easy]

What is “data preprocessing” in Al?

A) Processing data before storage

B) Transforming raw data into a format suitable for Al model training
C) Processing data visualizations

D) Processing data invoices

Correct Answer: B

Explanation: Data preprocessing transforms raw data into a format suitable for Al model training
through cleaning, normalization, feature engineering, and other transformations. Preprocessing de-
cisions significantly impact model behavior. Options A, C, and D misidentify the concept.

Question 321 [Medium]

What governance considerations apply to data preprocessing?

A) No governance needed
B) Documentation of transformations, bias assessment, preservation of important information, and re-
producibility
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C) Only technical considerations
D) Only performance considerations

Correct Answer: B

Explanation: Data preprocessing governance includes documenting all transformations (enabling re-
producibility), assessing whether preprocessing introduces or amplifies bias, ensuring important in-
formation isn’t lost, and maintaining preprocessing reproducibility. Options A, C, and D are incomplete
or incorrect.

Question 322 [Hard]

During preprocessing, missing values for income are filled with the median income. This
disproportionately affects low-income individuals who are more likely to have missing
data. What governance issue exists?

A) No issue; this is standard practice

B) Preprocessing decision may introduce bias by systematically misrepresenting low-income
individuals; alternative approaches should be considered

C) Only a technical issue

D) Only a performance issue

Correct Answer: B

Explanation: This preprocessing decision may introduce bias by systematically misrepresenting low-
income individuals (who are more likely to have missing data) as having median income, potentially
affecting model fairness. Governance should identify this issue and consider alternative approaches
(separate models, different imputation methods). Option A accepts potential bias. Options C and D
misidentify the issue.

Question 323 [Easy]

What is “feature engineering” in Al?

A) Engineering features of buildings

B) Creating or selecting input variables (features) for Al models
C) Engineering product features

D) Engineering software features

Correct Answer: B

Explanation: Feature engineering involves creating, selecting, or transforming input variables (fea-
tures) for Al models to improve performance, often requiring domain expertise. Feature choices signi-
ficantly impact model behavior and fairness. Options A, C, and D misidentify the concept.

Question 324 [Medium]

What governance considerations apply to feature engineering?
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A) No governance needed

B) Avoiding proxy discrimination, documenting feature choices, assessing fairness implications, and
ensuring legal compliance

C) Only technical considerations

D) Only performance considerations

Correct Answer: B

Explanation: Feature engineering governance includes avoiding features that serve as proxies for
protected characteristics, documenting feature choices and rationale, assessing fairness implications,
and ensuring legal compliance (e.g., not using prohibited factors in credit decisions). Options A, C, and
D are incomplete or incorrect.

Question 325 [Hard]

A feature that improves model accuracy is highly correlated with a protected
characteristic. Should it be used?

A) Yes, since it improves accuracy

B) Requires careful analysis: assess whether it's a proxy for the protected characteristic, evaluate
fairness implications, consider legal requirements, and document the decision

C) No, never use correlated features

D) Only use if it's the most important feature

Correct Answer: B

Explanation: Features correlated with protected characteristics require careful analysis: assess
whether they serve as proxies causing discrimination, evaluate fairness implications, consider legal re-
quirements (some jurisdictions prohibit proxies), explore alternatives, and document the decision with
justification. Simple rules (A, C, D) don’t account for context and trade-offs.

Question 326 [Easy]

What is “data sharing” in Al governance?

A) Sharing data storage costs

B) Providing data to other parties, requiring governance to ensure appropriate use and protection
C) Sharing data visualizations only

D) Sharing data center space

Correct Answer: B

Explanation: Data sharing involves providing data to other parties (partners, researchers, vendors)
and requires governance to ensure appropriate use, adequate protection, legal compliance, and
respect for data subject rights. Options A, C, and D misidentify the concept.

Question 327 [Medium]

What governance controls should apply to data sharing for Al?
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A) No controls needed

B) Data sharing agreements, purpose limitations, security requirements, compliance verification, and
data subject notification

C) Only technical controls

D) Only cost controls

Correct Answer: B

Explanation: Data sharing governance includes data sharing agreements (defining permitted uses),
purpose limitations, security requirements for recipients, compliance verification, and appropriate data
subject notification or consent. Options A, C, and D are incomplete or incorrect.

Question 328 [Easy]

What is “data anonymization” in Al governance?

A) Anonymous data collection

B) Removing identifying information so individuals cannot be re-identified
C) Anonymous data storage

D) Anonymous data visualization

Correct Answer: B

Explanation: Data anonymization involves removing or transforming identifying information so indi-
viduals cannot be re-identified by any reasonable means. True anonymization is challenging, especially
for rich Al datasets. Options A, C, and D misidentify the concept.

Question 329 [Medium]

What challenges exist in anonymizing data for Al?

A) No challenges; anonymization is straightforward

B) Rich datasets enable re-identification, anonymization may reduce data utility, and Al models may
enable inference attacks

C) Only technical challenges

D) Only cost challenges

Correct Answer: B

Explanation: Anonymizing Al data is challenging because rich datasets with many features enable re-
identification through combination, anonymization techniques may reduce data utility for Al, and Al
models themselves may enable inference attacks revealing information about training data. Options A,
C, and D understate or misidentify challenges.

Question 330 [Hard]

An organization anonymizes training data by removing names and addresses. The data in-
cludes age, zip code, and medical conditions. Is this sufficient anonymization?
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A) Yes, names and addresses are removed

B) Likely insufficient; combinations of quasi-identifiers (age, zip code) may enable re-identification,
requiring additional techniques

C) Yes, if the data is encrypted

D) Anonymization is impossible

Correct Answer: B

Explanation: Removing direct identifiers (names, addresses) is insufficient. Combinations of quasi-
identifiers (age, zip code, medical conditions) may enable re-identification, especially with external
datasets. Additional techniques (generalization, suppression, differential privacy) may be needed. Op-
tion A underestimates re-identification risk. Option C confuses encryption with anonymization. Option
D is overly pessimistic.

Question 331 [Easy]

What is “data access control” in Al governance?

A) Controlling access to buildings

B) Policies and mechanisms determining who can access what data for Al purposes
C) Controlling access to websites

D) Controlling access to parking

Correct Answer: B

Explanation: Data access control encompasses policies and technical mechanisms determining who
can access what data for Al purposes, implementing least privilege and need-to-know principles.
Options A, C, and D misidentify the concept.

Question 332 [Medium]

What principles should guide data access control for Al?

A) Everyone should have access to all data

B) Least privilege, need-to-know, role-based access, audit logging, and regular review
C) Only technical staff should have access

D) Only management should have access

Correct Answer: B

Explanation: Data access control should follow least privilege (minimum necessary access), need-to-
know (access only for legitimate purposes), role-based access control, comprehensive audit logging,
and regular access reviews. Options A, C, and D are too permissive or too restrictive.

Question 333 [Hard]

A data scientist requests access to production data containing personal information for
model improvement. What governance considerations apply?
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A) Grant access immediately; data scientists need data

B) Assess necessity, consider alternatives (anonymized/synthetic data), implement access controls
and monitoring, time-limit access, and document justification

C) Deny all access to production data

D) Only grant access if the CEO approves

Correct Answer: B

Explanation: Governance should assess whether access is necessary, consider alternatives (anonym-
ized or synthetic data), implement appropriate access controls and monitoring if access is granted,
time-limit the access, and document justification. Blanket approval (A) or denial (C) don’t account for
legitimate needs and risk management. Option D adds unnecessary bureaucracy without addressing
substantive issues.

Chapter 12: Model Development & Testing (Questions
334-375)

Question 334 [Easy]

What is “model development” in Al?

A) Developing model airplanes

B) The process of designing, training, and refining Al models
C) Developing fashion models

D) Developing business models

Correct Answer: B

Explanation: Model development encompasses the process of designing Al model architecture, train-
ing models on data, and refining them through iterative improvement to meet requirements. Options
A, C, and D misinterpret “model.”

Question 335 [Easy]

What is “algorithm selection” in model development?

A) Selecting algorithms randomly

B) Choosing appropriate machine learning algorithms based on the problem, data, and requirements
C) Selecting the most complex algorithm

D) Selecting the cheapest algorithm

Correct Answer: B

Explanation: Algorithm selection involves choosing appropriate machine learning algorithms based
on the problem type, data characteristics, performance requirements, explainability needs, and other
constraints. Options A, C, and D use inappropriate selection criteria.
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Question 336 [Medium]

What factors should influence algorithm selection from a governance perspective?

A) Only accuracy

B) Accuracy, explainability, fairness, computational requirements, and alignment with use case risk
level

C) Only speed

D) Only cost

Correct Answer: B

Explanation: Algorithm selection should consider accuracy/performance, explainability needs (espe-
cially for high-stakes decisions), fairness characteristics, computational requirements, and alignment

with use case risk level. High-risk applications may require more explainable algorithms. Options A, C,
and D are too narrow.

Question 337 [Easy]

What is “hyperparameter tuning” in Al?

A) Tuning musical instruments

B) Adjusting algorithm configuration parameters to optimize model performance

C) Tuning radio frequencies
D) Tuning engines

Correct Answer: B

Explanation: Hyperparameter tuning involves adjusting algorithm configuration parameters (learning
rate, number of layers, etc.) to optimize model performance, requiring systematic experimentation.
Options A, C, and D misinterpret “tuning.”

Question 338 [Medium]

What governance considerations apply to hyperparameter tuning?

A) No governance needed

B) Documentation of experiments, avoiding overfitting, considering fairness implications, and reprodu-
cibility

C) Only technical considerations

D) Only performance considerations

Correct Answer: B

Explanation: Hyperparameter tuning governance includes documenting experiments and decisions,
avoiding overfitting to validation data, considering fairness implications of different configurations,
and ensuring reproducibility. Options A, C, and D are incomplete or incorrect.

Question 339 [Easy]

What is “model training” in Al development?
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A) Training employees to use models

B) The process of teaching an Al model to recognize patterns from training data
C) Training documentation

D) Physical training

Correct Answer: B

Explanation: Model training is the process of teaching an Al model to recognize patterns and relation-
ships from training data through iterative learning algorithms, producing a trained model. Options A,
C, and D misidentify the concept.

Question 340 [Medium]

What should be monitored during model training from a governance perspective?

A) Only training time

B) Performance metrics, fairness metrics, convergence, overfitting indicators, and resource usage
C) Only accuracy

D) Only cost

Correct Answer: B

Explanation: Training monitoring should include performance metrics (accuracy, loss), fairness met-
rics across groups, convergence behavior, overfitting indicators (training vs. validation performance),
and resource usage. Options A, C, and D are too narrow.

Question 341 [Hard]

During training, a model achieves 98% accuracy on training data but only 75% on valida-
tion data. What does this indicate and what should governance recommend?

A) Deploy immediately; training accuracy is high

B) Indicates overfitting; recommend techniques to reduce overfitting (regularization, more data,
simpler model) before deployment

C) Ignore validation performance

D) Only focus on training performance

Correct Answer: B

Explanation: Large gap between training and validation performance indicates overfitting—the mod-
el learned training data too specifically and doesn’t generalize. Governance should recommend over-
fitting reduction techniques (regularization, more training data, simpler model architecture) before
deployment. Options A, C, and D ignore the overfitting problem.

Question 342 [Easy]

What is “model validation” in Al development?

A) Validating model contracts
B) Evaluating whether a trained model meets requirements using validation data
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C) Validating model documentation
D) Validating model costs

Correct Answer: B

Explanation: Model validation evaluates whether a trained model meets functional, performance,
fairness, and other requirements using validation data (separate from training data) before
deployment. Options A, C, and D misidentify the concept.

Question 343 [Medium]

What is the purpose of using separate validation data?

A) To increase data storage costs

B) To provide unbiased evaluation of model performance on data it hasn’t seen during training
C) To make development more complex

D) To satisfy regulators only

Correct Answer: B

Explanation: Separate validation data provides unbiased evaluation of how the model performs on
data it hasn’t seen during training, helping detect overfitting and estimate real-world performance. Us-
ing training data for validation would give overly optimistic results. Options A, C, and D
mischaracterize the purpose.

Question 344 [Easy]

What is “model testing” in Al development?

A) Testing model documentation

B) Systematically evaluating model functionality, performance, safety, and fairness before deployment
C) Testing model costs

D) Testing model marketing

Correct Answer: B

Explanation: Model testing systematically evaluates model functionality (does it work as intended),
performance (accuracy, speed), safety (failure modes), and fairness (across groups) using various
testing methodologies before deployment. Options A, C, and D misidentify the concept.

Question 345 [Medium]

What types of testing should Al models undergo?

A) Only accuracy testing

B) Functional, performance, fairness, robustness, security, explainability, and edge case testing
C) Only user acceptance testing

D) Only speed testing

Correct Answer: B
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Explanation: Comprehensive Al model testing includes functional testing (correct behavior), perform-
ance testing (accuracy, speed), fairness testing (across groups), robustness testing (edge cases, ad-
versarial inputs), security testing, explainability testing, and edge case testing. Options A, C, and D are
too narrow.

Question 346 [Hard]

A model passes accuracy testing with 92% overall accuracy but fairness testing reveals
95% accuracy for one group and 85% for another. Should it be deployed?

A) Yes, overall accuracy is acceptable

B) Requires investigation and mitigation; 10-point accuracy gap may indicate bias requiring correction
before deployment

C) Yes, some variation is expected

D) Deploy and monitor for issues

Correct Answer: B

Explanation: A 10-point accuracy gap between groups may indicate bias and could lead to discrimin-
atory outcomes. Governance should require investigation of root causes, attempted mitigation, and
careful evaluation of whether remaining disparities are acceptable given the use case and legal re-
quirements. Options A and C accept potentially discriminatory performance. Option D delays
necessary action.

Question 347 [Easy]

What is “performance testing” for Al models?

A) Testing employee performance

B) Evaluating model accuracy, speed, and other performance metrics
C) Testing hardware performance

D) Testing financial performance

Correct Answer: B

Explanation: Performance testing evaluates model accuracy, precision, recall, speed, resource usage,
and other performance metrics against requirements. Options A, C, and D misidentify the concept.

Question 348 [Medium]

What performance metrics should be evaluated for Al models?

A) Only overall accuracy

B) Accuracy, precision, recall, F1 score, false positive/negative rates, and performance across
demographic groups

C) Only speed

D) Only cost

Correct Answer: B
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Explanation: Comprehensive performance evaluation includes overall accuracy, precision (positive
prediction accuracy), recall (sensitivity), F1 score (balance), false positive/negative rates (error types),
and critically, performance across demographic groups to identify disparities. Options A, C, and D are
too narrow.

Question 349 [Easy]

What is “fairness testing” for Al models?

A) Testing fair pricing

B) Evaluating whether model performance and outcomes are equitable across different demographic
groups

C) Testing fair contracts

D) Testing fair marketing

Correct Answer: B

Explanation: Fairness testing evaluates whether model performance (accuracy, error rates) and out-
comes (predictions, decisions) are equitable across different demographic groups, identifying potential
discrimination. Options A, C, and D relate to other types of fairness.

Question 350 [Medium]

What fairness metrics might be used in Al model testing?

A) No fairness metrics exist

B) Demographic parity, equalized odds, equal opportunity, predictive parity, and disparate impact ra-
tios

C) Only accuracy metrics

D) Only financial metrics

Correct Answer: B

Explanation: Fairness metrics include demographic parity (equal positive prediction rates), equalized
odds (equal true/false positive rates), equal opportunity (equal true positive rates), predictive parity
(equal precision), and disparate impact ratios. Different metrics may be appropriate for different
contexts. Options A, C, and D are incorrect or too narrow.

Question 351 [Hard]

Different fairness metrics sometimes conflict—optimizing for one worsens another. How
should this be addressed in governance?

A) Ignore fairness entirely

B) Choose the most appropriate fairness metric(s) for the specific use case and legal context,
document trade-offs, and ensure minimum standards are met

C) Optimize for all metrics simultaneously

D) Choose randomly

Correct Answer: B
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Explanation: Fairness metric conflicts require choosing the most appropriate metric(s) for the specific
use case, legal context, and stakeholder values, documenting trade-offs, and ensuring minimum fair-
ness standards are met even if perfect fairness across all metrics is impossible. Option A abandons
fairness. Option C may be mathematically impossible. Option D is inappropriate.

Question 352 [Easy]

What is “robustness testing” for Al models?

A) Testing physical robustness

B) Evaluating model performance on edge cases, unusual inputs, and adversarial examples
C) Testing robust documentation

D) Testing robust marketing

Correct Answer: B

Explanation: Robustness testing evaluates how models perform on edge cases, unusual inputs, distri-
bution shifts, and adversarial examples, assessing whether models fail gracefully or catastrophically.
Options A, C, and D misidentify the concept.

Question 353 [Medium]

What is “adversarial testing” for Al models?

A) Testing with adversarial employees

B) Deliberately attempting to cause model failures or incorrect outputs through crafted inputs
C) Testing with competitors

D) Testing with adversarial contracts

Correct Answer: B

Explanation: Adversarial testing deliberately attempts to cause model failures, incorrect outputs, or
unintended behaviors through carefully crafted inputs, helping identify vulnerabilities and improve
robustness. Options A, C, and D misidentify the concept.

Question 354 [Hard]

Adversarial testing reveals that small, imperceptible changes to inputs can cause a model
to make incorrect predictions. What does this indicate and what should governance recom-
mend?

A) No concern; the changes are imperceptible

B) Indicates vulnerability to adversarial attacks; recommend robustness improvements, adversarial
training, or use case restrictions

C) Deploy anyway

D) Only document the vulnerability

Correct Answer: B
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Explanation: Vulnerability to adversarial examples indicates the model could be manipulated in de-
ployment. Governance should recommend robustness improvements (adversarial training, input valid-
ation), consider whether the use case is appropriate given the vulnerability, and implement monitoring
for potential attacks. Option A ignores security implications. Option C is risky. Option D is insufficient.

Question 355 [Easy]

What is “explainability testing” for Al models?

A) Testing explanation documentation

B) Evaluating whether model explanations are accurate, understandable, and useful
C) Testing explanation costs

D) Testing explanation marketing

Correct Answer: B

Explanation: Explainability testing evaluates whether model explanations are accurate (faithful to ac-
tual model behavior), understandable to intended audiences, and useful for their purposes (decision-
making, debugging, accountability). Options A, C, and D misidentify the concept.

Question 356 [Medium]

What should explainability testing verify?

A) Only that explanations exist

B) Explanation accuracy (faithfulness), comprehensibility for intended audiences, consistency, and
usefulness for intended purposes

C) Only explanation length

D) Only explanation format

Correct Answer: B

Explanation: Explainability testing should verify explanation accuracy/faithfulness (do explanations
reflect actual model behavior), comprehensibility for intended audiences, consistency across similar
cases, and usefulness for intended purposes. Options A, C, and D are too narrow or superficial.

Question 357 [Easy]

What is “edge case testing” for Al models?

A) Testing at the edge of buildings

B) Testing model behavior on unusual, rare, or boundary conditions
C) Testing edge computing

D) Testing competitive edges

Correct Answer: B

Explanation: Edge case testing evaluates model behavior on unusual, rare, or boundary conditions
that may not be well-represented in training data but could occur in deployment, identifying potential
failure modes. Options A, C, and D misidentify the concept.
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Question 358 [Medium]

Why is edge case testing particularly important for Al models?

A) It’s not important

B) Al models may perform poorly on rare cases not well-represented in training data, potentially
causing harm

C) Only for completeness

D) Only to satisfy regulators

Correct Answer: B

Explanation: Edge case testing is important because Al models may perform poorly or fail on rare
cases not well-represented in training data, and these edge cases may involve high-stakes situations
(medical emergencies, safety-critical scenarios) where failures cause significant harm. Options A, C,
and D understate the importance.

Question 359 [Hard]

Edge case testing reveals a model performs poorly on a rare but high-stakes scenario. The
scenario occurs in less than 0.1% of cases. What should governance recommend?

A) Ignore it since it's rare

B) Assess the potential harm, implement safeguards (human review for detected edge cases,
warnings), consider use case restrictions, and document the limitation

C) Deploy without changes

D) Only document the limitation

Correct Answer: B

Explanation: Even rare edge cases warrant attention if they're high-stakes. Governance should re-
commend assessing potential harm, implementing safeguards (human review when edge cases are
detected, user warnings), considering whether use case restrictions are needed, and clearly docu-
menting the limitation. Rarity doesn’t eliminate responsibility for high-stakes failures. Options A and C
ignore the risk. Option D is insufficient.

Question 360 [Easy]

What is “security testing” for Al models?

A) Testing physical security

B) Evaluating model vulnerabilities to attacks like data poisoning, model inversion, or adversarial ex-
amples

C) Testing security guards

D) Testing security documentation

Correct Answer: B
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Explanation: Security testing evaluates Al model vulnerabilities to various attacks including data
poisoning, model inversion (extracting training data), membership inference (determining if data was
in training set), and adversarial examples. Options A, C, and D misidentify the concept.

Question 361 [Medium]

What security threats should Al model testing address?

A) Only network security

B) Data poisoning, model inversion, membership inference, adversarial examples, and model theft
C) Only physical security

D) Only password security

Correct Answer: B

Explanation: Al model security testing should address data poisoning (manipulating training data),
model inversion (extracting training data), membership inference (privacy attacks), adversarial ex-
amples (causing misclassification), and model theft (stealing model parameters). Options A, C, and D
are too narrow or misidentify threats.

Question 362 [Easy]

What is “integration testing” for Al systems?

A) Testing social integration

B) Testing how Al models integrate with other system components and workflows
C) Testing integration documentation

D) Testing integration costs

Correct Answer: B

Explanation: Integration testing evaluates how Al models integrate with other system components,
data pipelines, user interfaces, and workflows, ensuring the complete system functions correctly.
Options A, C, and D misidentify the concept.

Question 363 [Medium]

Why is integration testing important for Al systems?

A) It’s not important

B) Al models don’t operate in isolation; integration issues can cause failures, bias amplification, or
unintended behaviors

C) Only for technical reasons

D) Only for documentation

Correct Answer: B

Explanation: Integration testing is important because Al models operate within larger systems, and
integration issues can cause system failures, amplify biases, create unintended feedback loops, or res-



124

ult in inappropriate use of model outputs. Options A, C, and D understate or mischaracterize the im-
portance.

Question 364 [Hard]

Integration testing reveals that while the Al model is fair, the system’s user interface
presents results in a way that amplifies bias. What should governance recommend?

A) No action needed; the model is fair

B) Address the user interface issue; fairness must be evaluated at the system level, not just the model
level

C) Only document the issue

D) Blame the Ul team

Correct Answer: B

Explanation: Fairness must be evaluated at the system level, not just the model level. If the user in-
terface amplifies bias (e.g., by how results are presented or ordered), the overall system is unfair re-
gardless of model fairness. Governance should require addressing the Ul issue. Option A ignores
system-level fairness. Option C is insufficient. Option D is unproductive.

Question 365 [Easy]

What is “user acceptance testing” (UAT) for Al systems?

A) Testing user accounts

B) Testing whether the Al system meets user needs and expectations in realistic scenarios
C) Testing user documentation

D) Testing user fees

Correct Answer: B

Explanation: User acceptance testing evaluates whether the Al system meets user needs, expecta-
tions, and workflows in realistic scenarios, involving actual users testing the system before full
deployment. Options A, C, and D misidentify the concept.

Question 366 [Medium]

What value does user acceptance testing provide for Al governance?

A) No value

B) Identifies usability issues, inappropriate trust/distrust, misunderstandings, and real-world
applicability problems

C) Only technical value

D) Only documentation value

Correct Answer: B

Explanation: UAT provides governance value by identifying usability issues, inappropriate trust or
distrust in the system, misunderstandings about capabilities/limitations, and real-world applicability
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problems that technical testing might miss. Options A, C, and D understate or mischaracterize the
value.

Question 367 [Easyl]

What is “regression testing” for Al models?

A) Testing statistical regression

B) Testing that model updates don’t introduce new problems or degrade existing functionality
C) Testing regression documentation

D) Testing regression costs

Correct Answer: B

Explanation: Regression testing verifies that model updates, retraining, or changes don’t introduce
new problems, degrade existing functionality, or worsen fairness, ensuring improvements don’t come
with unacceptable trade-offs. Options A, C, and D misidentify the concept.

Question 368 [Medium]

When should regression testing be performed for Al models?

A) Never

B) Whenever models are updated, retrained, or system changes are made
C) Only at initial deployment

D) Only annually

Correct Answer: B

Explanation: Regression testing should be performed whenever models are updated, retrained, or
system changes are made to ensure changes don't introduce new problems or degrade existing
performance/fairness. Options A, C, and D provide insufficient testing frequency.

Question 369 [Hard]

Regression testing after a model update shows improved overall accuracy but worsened
fairness. What should governance recommend?

A) Deploy the update; accuracy improved

B) Do not deploy; investigate the fairness regression, attempt to achieve both improvements, and
document if trade-offs are unavoidable

C) Deploy and fix fairness later

D) Ignore fairness regression

Correct Answer: B

Explanation: Governance should not approve updates that worsen fairness even if accuracy im-
proves. The organization should investigate the fairness regression, attempt to achieve both improve-
ments, and only proceed if trade-offs are carefully evaluated and documented as unavoidable. Options
A and C prioritize accuracy over fairness inappropriately. Option D ignores fairness.
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Question 370 [Easy]

What is “test data” in Al development?

A) Data about tests

B) A separate dataset used to evaluate final model performance, not used during training or validation

C) Data for testing hardware
D) Data for testing documentation

Correct Answer: B

Explanation: Test data is a separate dataset (distinct from training and validation data) used to eval-
uate final model performance, providing an unbiased estimate of real-world performance. Options A,
C, and D misidentify the concept.

Question 371 [Medium]

Why must test data be kept separate from training and validation data?

A) To increase storage costs

B) To provide unbiased evaluation of model performance without any data leakage from training
C) To make development more complex

D) To satisfy regulators only

Correct Answer: B

Explanation: Test data must be kept completely separate to provide unbiased evaluation of model
performance without any data leakage from training or validation, giving the most accurate estimate
of real-world performance. Using training or validation data for final testing would give overly
optimistic results. Options A, C, and D mischaracterize the purpose.

Question 372 [Easyl]

What is “test coverage” in Al model testing?

A) Insurance coverage for tests

B) The extent to which testing evaluates different scenarios, edge cases, and demographic groups
C) Physical coverage of test facilities

D) Coverage in test documentation

Correct Answer: B

Explanation: Test coverage refers to the extent to which testing evaluates different scenarios, edge
cases, input variations, and demographic groups, ensuring comprehensive evaluation rather than
narrow testing. Options A, C, and D misidentify the concept.

Question 373 [Medium]

What indicates inadequate test coverage for an Al model?
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A) All tests pass

B) Testing doesn’t include edge cases, demographic groups, adversarial examples, or realistic scenari-
0s

C) Testing is fast

D) Testing is inexpensive

Correct Answer: B

Explanation: Inadequate test coverage is indicated by testing that doesn’t include edge cases, all rel-
evant demographic groups, adversarial examples, realistic scenarios, or various input conditions,
leaving potential issues undetected. Options A, C, and D don’t indicate coverage adequacy.

Question 374 [Hard]

An Al model passes all defined tests, but post-deployment, issues arise in scenarios that
weren’t tested. What does this indicate about the testing process?

A) The model is defective

B) Test coverage was inadequate; testing didn’t include scenarios that occur in real-world deployment
C) Users are using the system incorrectly

D) Testing is impossible to do correctly

Correct Answer: B

Explanation: Post-deployment issues in untested scenarios indicate inadequate test coverage—test-
ing didn’t include scenarios that occur in real-world deployment. Governance should require more
comprehensive test coverage including realistic scenarios, edge cases, and diverse conditions. Option
A blames the model rather than testing. Option C blames users. Option D is defeatist.

Question 375 [Medium]

What is “continuous testing” in Al model governance?

A) Testing that never stops

B) Ongoing testing throughout development and after deployment to detect issues early and continu-
ously

C) Testing continuously running systems only

D) Testing documentation continuously

Correct Answer: B

Explanation: Continuous testing involves ongoing testing throughout development (not just at the
end) and after deployment to detect issues early, monitor for model drift, and ensure continued per-
formance and fairness. Options A and C misinterpret “continuous.” Option D is too narrow.

Domain IV: Governing Al Deployment & Use

Questions 376-500 covering Chapters 13-15



128

Chapter 13: Al Deployment Strategies (Questions
376-417)

Question 376 [Easy]
What is Al deployment?

A) Deploying Al hardware

B) Releasing an Al system into production use in real-world environments
C) Deploying Al documentation

D) Deploying Al marketing

Correct Answer: B

Explanation: Al deployment is releasing an Al system into production use in real-world environments
where it makes actual decisions or provides actual services, transitioning from development/testing to
operational use. Options A, C, and D misidentify the concept.

Question 377 [Easyl]

What is a “deployment strategy” for Al systems?

A) Military deployment strategy

B) A plan for how, when, and where to release an Al system into production
C) A marketing strategy

D) A hiring strategy

Correct Answer: B

Explanation: A deployment strategy is a plan defining how (technical approach), when (timing and
conditions), and where (scope and locations) to release an Al system into production, including rollout
approach and risk mitigation. Options A, C, and D misidentify the concept.

Question 378 [Medium]

What deployment approaches can be used for Al systems?

A) Only full immediate deployment

B) Phased rollout, pilot programs, A/B testing, canary deployment, or full deployment
C) Only pilot programs

D) Only A/B testing

Correct Answer: B

Explanation: Al deployment approaches include phased rollout (gradual expansion), pilot programs
(limited initial deployment), A/B testing (comparing with existing system), canary deployment (small
percentage of users first), or full deployment. The choice depends on risk level and context. Options A,
C, and D are too narrow.
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Question 379 [Medium]

What is “phased rollout” for Al deployment?

A) Rolling out in phases of the moon

B) Gradually expanding Al system deployment across users, locations, or use cases
C) Rolling out documentation in phases

D) Rolling out marketing in phases

Correct Answer: B

Explanation: Phased rollout gradually expands Al system deployment across users, geographic loca-
tions, or use cases, allowing monitoring and issue resolution at each phase before broader deploy-
ment. This reduces risk compared to full immediate deployment. Options A, C, and D misidentify the
concept.

Question 380 [Hard]

A high-risk Al system has passed all testing. What deployment approach does governance
typically recommend?

A) Full immediate deployment to maximize benefits

B) Phased rollout or pilot program with enhanced monitoring, allowing issue detection and resolution
before full deployment

C) No deployment; testing is never sufficient

D) Deploy to all users simultaneously

Correct Answer: B

Explanation: For high-risk Al systems, governance typically recommends phased rollout or pilot pro-
grams with enhanced monitoring, allowing real-world issue detection and resolution before full deploy-
ment, even after successful testing. This manages residual risk. Option A is too aggressive for high-risk
systems. Option C is overly conservative. Option D is equivalent to A.

Question 381 [Easy]

What is a “pilot program” for Al deployment?

A) A program for training pilots

B) Limited initial deployment to test Al system performance in real-world conditions before broader rol-
lout

C) A program for pilot episodes

D) A program for piloting boats

Correct Answer: B

Explanation: A pilot program is limited initial deployment of an Al system to a subset of users, loca-
tions, or use cases to test real-world performance, identify issues, and refine the system before
broader rollout. Options A, C, and D misinterpret “pilot.”
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Question 382 [Medium]

What should be monitored during an Al pilot program?

A) Only technical performance

B) Technical performance, user experience, fairness, unintended consequences, and real-world im-
pacts

C) Only user satisfaction

D) Only costs

Correct Answer: B

Explanation: Pilot program monitoring should include technical performance (accuracy, reliability),
user experience and feedback, fairness across groups, unintended consequences, real-world impacts,
and lessons learned. Options A, C, and D are too narrow.

Question 383 [Hard]

A pilot program reveals the Al system performs well technically but users over-rely on it,
not exercising appropriate judgment. What should governance recommend?

A) Proceed with full deployment; technical performance is good

B) Address the over-reliance issue through user training, interface changes, or additional safeguards
before broader deployment

C) Blame users for over-reliance

D) Deploy and hope users adapt

Correct Answer: B

Explanation: Over-reliance (automation bias) is a significant governance concern that can lead to
poor outcomes. Governance should require addressing it through user training, interface changes that
promote appropriate skepticism, additional safeguards, or other interventions before broader deploy-
ment. Option A ignores the behavioral issue. Option C is unproductive. Option D is irresponsible.

Question 384 [Easy]

What is “A/B testing” in Al deployment?

A) Testing two different buildings

B) Comparing Al system performance against an existing system or alternative by deploying to
different user groups

C) Testing alphabetical order

D) Testing two different documents

Correct Answer: B

Explanation: A/B testing compares Al system performance against an existing system or alternative
by deploying different versions to different user groups, measuring comparative performance and
impacts. Options A, C, and D misidentify the concept.
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Question 385 [Medium]

What governance considerations apply to A/B testing of Al systems?

A) No governance needed

B) Informed consent or notification, fairness across test groups, monitoring for harm, and ethical
review of differential treatment

C) Only technical considerations

D) Only performance considerations

Correct Answer: B

Explanation: A/B testing governance includes informed consent or appropriate notification, ensuring
fairness in group assignment, monitoring for harm to either group, ethical review of differential treat-
ment, and clear stopping criteria if one version causes harm. Options A, C, and D are incomplete or in-
correct.

Question 386 [Easy]

What is “canary deployment” for Al systems?

A) Deploying to canary birds

B) Deploying to a small percentage of users first to detect issues before broader rollout
C) Deploying in the Canary Islands

D) Deploying yellow-colored systems

Correct Answer: B

Explanation: Canary deployment releases an Al system to a small percentage of users first (like ca-
naries in coal mines detecting danger), monitoring for issues before gradually expanding to more
users. This allows early issue detection with limited impact. Options A, C, and D misinterpret “canary.”

Question 387 [Medium]

What is “deployment readiness assessment” in Al governance?

A) Assessing physical readiness

B) Evaluating whether an Al system is ready for deployment based on testing, governance, and risk
criteria

C) Assessing documentation readiness only

D) Assessing marketing readiness only

Correct Answer: B

Explanation: Deployment readiness assessment evaluates whether an Al system is ready for deploy-
ment based on testing completion, governance requirements satisfaction, risk mitigation adequacy,
and stakeholder approval. Options A, C, and D are too narrow or misidentify the concept.
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Question 388 [Hard]

A deployment readiness assessment reveals all technical requirements are met but
stakeholder concerns remain unaddressed. Should deployment proceed?

A) Yes, technical requirements are sufficient

B) No, address stakeholder concerns before deployment as they may indicate important risks or im-
pacts

C) Yes, stakeholders are not technical

D) Deploy and address concerns later

Correct Answer: B

Explanation: Unaddressed stakeholder concerns may indicate important risks, impacts, or issues that
technical testing didn’t capture. Governance should require addressing legitimate stakeholder con-
cerns before deployment, as they often provide valuable perspectives on real-world impacts. Option A
ignores stakeholder value. Option C dismisses stakeholder expertise. Option D delays necessary ac-
tion.

Question 389 [Easy]

What is “deployment documentation” in Al governance?

A) Documenting deployment parties

B) Comprehensive records of deployment decisions, configurations, and procedures
C) Documenting deployment costs only

D) Documenting deployment schedules only

Correct Answer: B

Explanation: Deployment documentation includes comprehensive records of deployment decisions,
system configurations, procedures, approval processes, known limitations, and monitoring plans, sup-
porting accountability and knowledge transfer. Options A, C, and D are too narrow or misidentify the
concept.

Question 390 [Medium]

What should deployment documentation include?

A) Only technical specifications

B) Deployment decisions and rationale, configurations, known limitations, monitoring plans, incident
response procedures, and approval records

C) Only user manuals

D) Only cost information

Correct Answer: B

Explanation: Comprehensive deployment documentation includes deployment decisions and ra-
tionale, system configurations, known limitations and risks, monitoring plans, incident response
procedures, approval records, and user guidance. Options A, C, and D are too narrow.
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Question 391 [Easy]

What is “user training” in Al deployment?

A) Physical training for users

B) Educating users on appropriate Al system use, capabilities, and limitations
C) Training users to develop Al

D) Training users in unrelated skills

Correct Answer: B

Explanation: User training educates users on appropriate Al system use, capabilities, limitations,
when to trust or question outputs, and their oversight responsibilities, supporting effective and
responsible use. Options A, C, and D misidentify the concept.

Question 392 [Medium]

What should user training for Al systems include?

A) Only how to access the system

B) System capabilities and limitations, appropriate use cases, when to question outputs, oversight
responsibilities, and escalation procedures

C) Only technical details

D) Only troubleshooting

Correct Answer: B

Explanation: User training should include system capabilities and limitations, appropriate use cases,
when to trust or question outputs, user oversight responsibilities, escalation procedures for concerns,
and understanding of the Al’s role in decision-making. Options A, C, and D are too narrow.

Question 393 [Hard]

Users receive minimal training on an Al system’s limitations. Post-deployment, users over-
rely on the system, leading to poor outcomes. Who bears responsibility?

A) Only the users for over-reliance

B) The organization for inadequate training and deployment without ensuring appropriate use
C) Only the Al developers

D) No one; it's unavoidable

Correct Answer: B

Explanation: The organization bears responsibility for inadequate user training and deploying without
ensuring users understand limitations and appropriate use. While users have responsibilities, the or-
ganization must provide adequate training and safeguards. Blaming only users (A) or developers (C)
ignores organizational deployment responsibilities. Option D is incorrect.

Question 394 [Easy]

What is “change management” in Al deployment?
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A) Managing spare change

B) Managing organizational and process changes accompanying Al system deployment
C) Managing climate change

D) Managing management changes

Correct Answer: B

Explanation: Change management addresses organizational and process changes accompanying Al
system deployment, including workflow modifications, role changes, stakeholder communication, and
resistance management. Options A, C, and D misidentify the concept.

Question 395 [Medium]

Why is change management important for Al deployment?

A) It’s not important

B) Al systems often change workflows and roles; poor change management leads to resistance,
misuse, or deployment failure

C) Only for organizational charts

D) Only for documentation

Correct Answer: B

Explanation: Change management is important because Al systems often significantly change work-
flows, roles, and decision-making processes. Poor change management leads to user resistance, sys-
tem misuse, or deployment failure despite technical success. Options A, C, and D understate or
mischaracterize the importance.

Question 396 [Easy]

What is “stakeholder communication” in Al deployment?

A) Communicating with stockholders only

B) Informing relevant stakeholders about Al system deployment, capabilities, and impacts

C) Communicating with competitors
D) Communicating with vendors only

Correct Answer: B

Explanation: Stakeholder communication involves informing relevant stakeholders (users, affected
individuals, oversight bodies, public) about Al system deployment, capabilities, limitations, and
potential impacts, supporting transparency and trust. Options A, C, and D are too narrow.

Question 397 [Medium]

What should be communicated to stakeholders about Al system deployment?

A) Nothing; keep it confidential
B) System purpose and capabilities, limitations and risks, how it affects them, their rights, and how to
provide feedback or raise concerns
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C) Only technical details
D) Only benefits

Correct Answer: B

Explanation: Stakeholder communication should include system purpose and capabilities, limitations
and risks, how it affects stakeholders, their rights (e.g., to explanation or appeal), and how to provide
feedback or raise concerns. Options A, C, and D are incomplete or inappropriate.

Question 398 [Hard]

An organization deploys an Al system affecting customers without informing them it’s Al-
based. Customers later discover this and feel deceived. What governance principle was vi-
olated?

A) No principle; disclosure isn’t required

B) Transparency principle; stakeholders should be informed about Al use in decisions affecting them
C) Only technical principles

D) Only cost principles

Correct Answer: B

Explanation: The transparency principle was violated. Stakeholders should be informed about Al use
in decisions affecting them, enabling informed decisions and appropriate trust calibration. Lack of dis-
closure can damage trust and may violate regulations. Option A is incorrect. Options C and D
misidentify relevant principles.

Question 399 [Easy]

What is “deployment monitoring” in Al governance?

A) Monitoring deployment parties

B) Ongoing observation of Al system performance, impacts, and issues after deployment

C) Monitoring deployment costs only
D) Monitoring deployment schedules only

Correct Answer: B

Explanation: Deployment monitoring involves ongoing observation of Al system performance, fair-
ness, user experience, impacts, and issues after deployment to detect problems requiring
intervention. Options A, C, and D are too narrow or misidentify the concept.

Question 400 [Medium]

What should be monitored after Al system deployment?

A) Only system uptime
B) Performance metrics, fairness, user feedback, incidents, model drift, unintended consequences, and
real-world impacts
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C) Only error rates
D) Only usage statistics

Correct Answer: B

Explanation: Post-deployment monitoring should include performance metrics, fairness across
groups, user feedback, incident tracking, model drift detection, unintended consequences, and real-
world impacts. Options A, C, and D are too narrow.

Question 401 [Hard]

Post-deployment monitoring detects gradual performance degradation over three months.
What should governance recommend?

A) Continue operating; gradual degradation is normal

B) Investigate root causes, assess impact, determine if intervention (retraining, updates) is needed,
and document decisions

C) Ignore gradual changes

D) Only notify users

Correct Answer: B

Explanation: Gradual performance degradation requires investigation of root causes (model drift,
data distribution changes), impact assessment, determination of whether intervention is needed, and
documentation. Ignoring degradation (A, C) risks increasing harm. Notification alone (D) is insufficient.

Question 402 [Easy]

What is “deployment rollback” in Al governance?

A) Rolling back deployment schedules

B) Reverting to a previous system version or removing an Al system from production due to issues
C) Rolling back deployment costs

D) Rolling back deployment documentation

Correct Answer: B

Explanation: Deployment rollback involves reverting to a previous system version or removing an Al
system from production when serious issues are detected, protecting users from harm while issues are
addressed. Options A, C, and D misidentify the concept.

Question 403 [Medium]

Under what circumstances should Al system deployment be rolled back?

A) Never; deployment is permanent

B) When serious issues are detected (safety problems, significant bias, system failures) that pose
unacceptable risk

C) Only if all users complain

D) Only if regulators demand it
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Correct Answer: B

Explanation: Deployment should be rolled back when serious issues are detected that pose unac-
ceptable risk, such as safety problems, significant bias causing harm, critical system failures, or secur-
ity vulnerabilities. Waiting for universal complaints (C) or regulatory action (D) delays necessary
protection. Option A is incorrect.

Question 404 [Easy]

What is “deployment approval” in Al governance?

A) Approving deployment parties

B) Formal authorization to deploy an Al system based on governance criteria
C) Approving deployment costs only

D) Approving deployment schedules only

Correct Answer: B

Explanation: Deployment approval is formal authorization to deploy an Al system based on satisfac-
tion of governance criteria including testing completion, risk assessment, stakeholder review, and
compliance verification. Options A, C, and D are too narrow or misidentify the concept.

Question 405 [Medium]

Who should approve Al system deployment?

A) Only developers

B) Appropriate authority based on risk level (e.g., project lead for low-risk, senior leadership or
governance board for high-risk)

C) Anyone in the organization

D) Only external consultants

Correct Answer: B

Explanation: Deployment approval authority should be appropriate to risk level: project leads may
approve low-risk systems, while high-risk systems require senior leadership or governance board ap-
proval. This ensures appropriate oversight. Options A, C, and D don’t provide risk-appropriate over-
sight.

Question 406 [Hard]

A high-risk Al system is ready for deployment. The development team recommends
approval, but the ethics board has concerns. What should happen?

A) Deploy based on development team recommendation

B) Address ethics board concerns before deployment; high-risk systems require comprehensive
approval including ethical review

C) lgnore the ethics board

D) Deploy and address concerns later
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Correct Answer: B

Explanation: High-risk Al systems require comprehensive approval including ethical review. Ethics
board concerns should be addressed before deployment, as they may identify important risks or im-
pacts. Proceeding despite concerns (A, C) or delaying resolution (D) is inappropriate for high-risk sys-
tems.

Question 407 [Easy]

What is “deployment planning” in Al governance?

A) Planning deployment parties

B) Systematic planning of deployment approach, timing, resources, and risk mitigation
C) Planning deployment costs only

D) Planning deployment marketing only

Correct Answer: B

Explanation: Deployment planning involves systematic planning of deployment approach (phased,
pilot, full), timing, required resources, risk mitigation strategies, monitoring plans, and contingency
plans. Options A, C, and D are too narrow or misidentify the concept.

Question 408 [Medium]

What should deployment planning include?

A) Only technical deployment steps

B) Deployment approach, timing, resources, risk mitigation, monitoring plans, rollback procedures, and
stakeholder communication

C) Only scheduling

D) Only budgeting

Correct Answer: B

Explanation: Comprehensive deployment planning includes deployment approach selection, timing,
required resources, risk mitigation strategies, monitoring plans, rollback procedures, stakeholder
communication plans, and success criteria. Options A, C, and D are too narrow.

Question 409 [Easy]

What is “deployment success criteria” in Al governance?

A) Criteria for successful parties

B) Defined metrics and conditions indicating successful Al system deployment
C) Criteria for successful marketing

D) Criteria for successful documentation

Correct Answer: B
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Explanation: Deployment success criteria are defined metrics and conditions indicating successful
deployment, including performance targets, user adoption, absence of critical issues, and
achievement of intended benefits. Options A, C, and D misidentify the concept.

Question 410 [Medium]

What might deployment success criteria include?

A) Only technical performance

B) Performance metrics, user adoption, fairness metrics, absence of critical incidents, and
achievement of business objectives

C) Only user satisfaction

D) Only cost targets

Correct Answer: B

Explanation: Deployment success criteria should include performance metrics, user adoption rates,
fairness metrics, absence of critical incidents, user satisfaction, and achievement of intended business
objectives. Options A, C, and D are too narrow.

Question 411 [Hard]

An Al system meets technical performance criteria but fails to achieve intended business
benefits. Is the deployment successful?

A) Yes, technical performance is sufficient

B) No, deployment success requires achieving intended benefits, not just technical performance
C) Yes, if users are satisfied

D) Success is impossible to determine

Correct Answer: B

Explanation: Deployment success requires achieving intended benefits and objectives, not just tech-
nical performance. If business benefits aren’t realized, the deployment hasn’t achieved its purpose, re-
quiring investigation and potential adjustments. Option A focuses too narrowly on technical aspects.
Option C is incomplete. Option D is defeatist.

Question 412 [Easy]

What is “deployment risk assessment” in Al governance?

A) Assessing financial risks only

B) Evaluating potential risks associated with deploying an Al system
C) Assessing deployment party risks

D) Assessing documentation risks only

Correct Answer: B

Explanation: Deployment risk assessment evaluates potential risks associated with deploying an Al
system, including technical risks, fairness risks, safety risks, and organizational risks, informing de-
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ployment decisions and mitigation strategies. Options A, C, and D are too narrow or misidentify the
concept.

Question 413 [Medium]

What risks should deployment risk assessment consider?

A) Only technical risks

B) Technical failures, bias and discrimination, safety issues, security vulnerabilities, user misuse, and
unintended consequences

C) Only financial risks

D) Only reputational risks

Correct Answer: B

Explanation: Deployment risk assessment should consider technical failures, bias and discrimination,
safety issues, security vulnerabilities, potential user misuse, unintended consequences, and
organizational risks. Options A, C, and D are too narrow.

Question 414 [Hard]

Deployment risk assessment identifies moderate risks that can be mitigated but not
eliminated. Should deployment proceed?

A) No, any risk prevents deployment

B) Depends on risk-benefit analysis, adequacy of mitigation, and whether residual risk is acceptable
given benefits and context

C) Yes, always deploy despite risks

D) Only if insurance covers the risks

Correct Answer: B

Explanation: Deployment decisions with residual risk require risk-benefit analysis, evaluation of mit-
igation adequacy, and determination of whether residual risk is acceptable given benefits, context,
and stakeholder values. Zero risk (A) is unrealistic. Ignoring risk (C) is irresponsible. Insurance (D)
doesn’t determine acceptability.

Question 415 [Easy]

What is “deployment governance” in Al?

A) Governing deployment parties

B) Policies, processes, and controls for managing Al system deployment
C) Governing deployment costs only

D) Governing deployment schedules only

Correct Answer: B



141

Explanation: Deployment governance encompasses policies, processes, and controls for managing Al
system deployment including approval processes, risk assessment, monitoring requirements, and
accountability. Options A, C, and D are too narrow or misidentify the concept.

Question 416 [Medium]

How does deployment governance differ from development governance?

A) They’re identical

B) Deployment governance focuses on real-world use, monitoring, user interaction, and operational
risks rather than development activities

C) Deployment governance is less important

D) Deployment governance is only technical

Correct Answer: B

Explanation: Deployment governance focuses on real-world use, ongoing monitoring, user interac-
tion, operational risks, and impacts rather than development activities. Both are important but address
different lifecycle stages. Options A, C, and D are incorrect.

Question 417 [Hard]

An organization has strong development governance but weak deployment governance.
What risks does this create?

A) No risks; development governance is sufficient

B) Risks of inappropriate use, undetected issues, inadequate monitoring, and failure to address real-
world problems

C) Only technical risks

D) Only cost risks

Correct Answer: B

Explanation: Weak deployment governance creates risks of inappropriate use, undetected post-de-
ployment issues, inadequate monitoring, failure to address real-world problems, and lack of account-
ability for operational impacts, even if development was well-governed. Option A ignores deployment-
specific risks. Options C and D are too narrow.

Chapter 14: Monitoring & Auditing Al Systems
(Questions 418-458)

Question 418 [Easy]

What is Al system monitoring?

A) Monitoring computer screens

B) Ongoing observation of Al system performance, behavior, and impacts after deployment
C) Monitoring employees

D) Monitoring competitors
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Correct Answer: B

Explanation: Al system monitoring involves ongoing observation of system performance, behavior,
fairness, and impacts after deployment to detect issues, model drift, or unintended consequences
requiring intervention. Options A, C, and D misidentify the concept.

Question 419 [Easy]

Why is continuous monitoring important for deployed Al systems?

A) It’s not important

B) Al systems can degrade, drift, or develop issues over time; monitoring enables early detection and
intervention

C) Only for compliance

D) Only for documentation

Correct Answer: B

Explanation: Continuous monitoring is important because Al systems can experience performance
degradation, model drift, emerging bias, or other issues over time as conditions change. Monitoring
enables early detection and intervention before significant harm occurs. Options A, C, and D
understate or mischaracterize the importance.

Question 420 [Medium]

What should be monitored in deployed Al systems?

A) Only system uptime

B) Performance metrics, fairness metrics, prediction distributions, user feedback, incidents, and real-
world outcomes

C) Only error rates

D) Only usage statistics

Correct Answer: B

Explanation: Comprehensive monitoring includes performance metrics (accuracy, latency), fairness
metrics across groups, prediction distributions (detecting drift), user feedback, incident tracking, and
real-world outcomes. Options A, C, and D are too narrow.

Question 421 [Medium]

What is “model drift” and why is it important to monitor?

A) Physical movement of models

B) Degradation of model performance over time as real-world data patterns change from training data
C) Drift in model documentation

D) Drift in model costs

Correct Answer: B
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Explanation: Model drift (or concept drift) occurs when real-world data patterns change from training
data patterns, causing model performance to degrade. Monitoring for drift enables timely retraining or
updates. Options A, C, and D misidentify the concept.

Question 422 [Hard]

Monitoring detects that an Al model’s prediction distribution has shifted significantly,
though accuracy remains stable. What might this indicate?

A) No concern; accuracy is stable

B) Potential data drift or population changes that may lead to future issues or indicate current fairness
problems

C) Only a technical anomaly

D) Only a documentation issue

Correct Answer: B

Explanation: Significant prediction distribution shifts even with stable accuracy may indicate data
drift, population changes, or emerging fairness issues (e.g., the model is making different types of pre-
dictions for different groups). This warrants investigation even if accuracy hasn’t degraded yet. Option
A ignores the warning sign. Options C and D misidentify the issue.

Question 423 [Easy]

What is “performance monitoring” for Al systems?

A) Monitoring employee performance

B) Tracking Al system accuracy, speed, and other performance metrics over time
C) Monitoring financial performance

D) Monitoring market performance

Correct Answer: B

Explanation: Performance monitoring tracks Al system accuracy, precision, recall, speed, resource
usage, and other performance metrics over time to detect degradation or issues. Options A, C, and D
misidentify the concept.

Question 424 [Medium]

What performance metrics should be monitored for Al systems?

A) Only overall accuracy

B) Accuracy, precision, recall, false positive/negative rates, latency, and performance across
demographic groups

C) Only speed

D) Only resource usage

Correct Answer: B
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Explanation: Performance monitoring should include overall accuracy, precision, recall, false positive/
negative rates, latency, resource usage, and critically, performance across demographic groups to
detect emerging disparities. Options A, C, and D are too narrow.

Question 425 [Easy]

What is “fairness monitoring” for Al systems?

A) Monitoring fair pricing

B) Tracking fairness metrics and performance across demographic groups over time
C) Monitoring fair competition

D) Monitoring fair trade

Correct Answer: B

Explanation: Fairness monitoring tracks fairness metrics and performance across demographic
groups over time to detect emerging bias or disparities that may develop post-deployment. Options A,
C, and D relate to other types of fairness.

Question 426 [Medium]

What fairness metrics should be monitored post-deployment?

A) No fairness metrics needed

B) Performance disparities across groups, false positive/negative rate differences, and outcome distri-
butions

C) Only overall fairness

D) Only user satisfaction

Correct Answer: B

Explanation: Fairness monitoring should track performance disparities across demographic groups,
differences in false positive/negative rates, outcome distributions, and other fairness metrics to detect
emerging bias. Options A, C, and D are incomplete or incorrect.

Question 427 [Hard]

Fairness monitoring detects that an Al system’s performance gap between demographic
groups has widened from 2% to 8% over six months. What should governance recommend?

A) Continue operating; 8% is acceptable

B) Investigate root causes, assess impact, implement mitigation (retraining, algorithm adjustment),
and consider temporary suspension if harm is significant

C) Ignore the widening gap

D) Only document the change

Correct Answer: B

Explanation: A widening performance gap indicates emerging bias requiring investigation of root
causes, impact assessment, and mitigation through retraining, algorithm adjustment, or other inter-
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ventions. Significant harm may warrant temporary suspension while issues are addressed. Options A
and C accept increasing bias. Option D is insufficient.

Question 428 [Easy]

What is “incident monitoring” for Al systems?

A) Monitoring workplace incidents

B) Tracking Al system failures, errors, and harmful outcomes
C) Monitoring security incidents only

D) Monitoring financial incidents

Correct Answer: B

Explanation: Incident monitoring tracks Al system failures, errors, harmful outcomes, and unexpec-
ted behaviors to identify patterns, root causes, and necessary interventions. Options A, C, and D are
too narrow or misidentify the concept.

Question 429 [Medium]

What should incident monitoring track?

A) Only system crashes

B) System failures, incorrect predictions with consequences, bias incidents, security breaches, and
user-reported issues

C) Only user complaints

D) Only technical errors

Correct Answer: B

Explanation: Incident monitoring should track system failures, incorrect predictions with significant
consequences, bias incidents, security breaches, user-reported issues, and near-misses. Options A, C,
and D are too narrow.

Question 430 [Easy]

What is “user feedback monitoring” for Al systems?

A) Monitoring feedback forms

B) Collecting and analyzing user feedback about Al system performance, usability, and issues
C) Monitoring user social media

D) Monitoring user complaints only

Correct Answer: B

Explanation: User feedback monitoring involves collecting and analyzing user feedback about Al sys-
tem performance, usability, issues, and impacts to identify problems and improvement opportunities.
Options A, C, and D are too narrow or misidentify the concept.
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Question 431 [Medium]

Why is user feedback important for Al system monitoring?

A) It’s not important

B) Users may detect issues that automated monitoring misses, including usability problems,
inappropriate trust, and real-world impacts

C) Only for marketing purposes

D) Only for documentation

Correct Answer: B

Explanation: User feedback is important because users may detect issues that automated monitor-
ing misses, including usability problems, inappropriate trust or distrust, context-specific failures, and
real-world impacts. Options A, C, and D understate or mischaracterize the importance.

Question 432 [Hard]

User feedback reveals that an Al system is technically accurate but users find it confusing,
leading to misuse. Automated monitoring shows no technical issues. What should
governance recommend?

A) No action; automated monitoring is sufficient

B) Address usability issues through interface improvements, training, or documentation, as confusion
leads to misuse and poor outcomes

C) Ignore user feedback

D) Only improve documentation

Correct Answer: B

Explanation: User confusion leading to misuse is a significant issue requiring action even if auto-
mated monitoring shows no technical problems. Governance should require addressing usability
through interface improvements, enhanced training, or better documentation. Option A over-relies on
automated monitoring. Option C ignores valuable feedback. Option D may be insufficient.

Question 433 [Easy]

What is “outcome monitoring” for Al systems?

A) Monitoring financial outcomes only

B) Tracking real-world outcomes and impacts of Al system decisions
C) Monitoring outcome documentation

D) Monitoring outcome predictions only

Correct Answer: B

Explanation: Outcome monitoring tracks real-world outcomes and impacts of Al system decisions to
verify the system achieves intended benefits and doesn’t cause unintended harm. Options A, C, and D
are too narrow or misidentify the concept.
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Question 434 [Medium]

Why is outcome monitoring important beyond performance monitoring?

A) It’s not important

B) Performance metrics may not capture real-world impacts; outcome monitoring verifies actual
benefits and detects unintended consequences

C) Only for compliance

D) Only for marketing

Correct Answer: B

Explanation: Outcome monitoring is important because performance metrics (accuracy) may not
capture real-world impacts, benefits, or unintended consequences. A technically accurate system may
still produce poor outcomes or unexpected effects. Options A, C, and D understate or mischaracterize
the importance.

Question 435 [Easy]

What is Al system auditing?

A) Financial auditing only

B) Systematic examination of Al systems to assess compliance, performance, fairness, and gov-
ernance

C) Auditing audit reports
D) Auditing only documentation

Correct Answer: B

Explanation: Al system auditing is systematic examination of Al systems to assess compliance with
regulations and policies, performance, fairness, security, and governance effectiveness. Options A, C,
and D are too narrow or misidentify the concept.

Question 436 [Easy]

What is the purpose of Al system audits?

A) To find problems to punish people

B) To independently verify compliance, identify issues, and provide assurance to stakeholders
C) To delay Al projects

D) To increase costs

Correct Answer: B

Explanation: Al system audits independently verify compliance, identify issues requiring attention,
assess governance effectiveness, and provide assurance to stakeholders about responsible Al use.
Options A, C, and D mischaracterize the purpose.

Question 437 [Medium]
What types of Al audits might be conducted?
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A) Only financial audits

B) Compliance audits, fairness audits, security audits, performance audits, and governance audits
C) Only technical audits

D) Only documentation audits

Correct Answer: B

Explanation: Al audits include compliance audits (regulatory requirements), fairness audits (bias and
discrimination), security audits (vulnerabilities), performance audits (accuracy and reliability), and
governance audits (process effectiveness). Options A, C, and D are too narrow.

Question 438 [Medium]

What is a “fairness audit” for Al systems?

A) Auditing fair pricing

B) Systematic examination of Al system fairness, bias, and discriminatory impacts
C) Auditing fair contracts

D) Auditing fair competition

Correct Answer: B

Explanation: A fairness audit systematically examines Al system fairness, bias, discriminatory im-
pacts, and performance across demographic groups, often by independent auditors. Options A, C, and
D relate to other types of fairness.

Question 439 [Hard]

A fairness audit reveals bias that the organization’s internal monitoring didn’t detect.
What does this indicate?

A) The audit is wrong

B) Internal monitoring may be inadequate; governance should strengthen monitoring and address the
identified bias

C) No action needed

D) Only blame the monitoring team

Correct Answer: B

Explanation: External audits detecting issues that internal monitoring missed indicates monitoring
may be inadequate. Governance should strengthen monitoring capabilities and address the identified
bias. Option A dismisses independent findings. Option C ignores the issue. Option D is unproductive.

Question 440 [Easy]

What is “internal auditing” for Al systems?

A) Auditing internal organs
B) Audits conducted by the organization’s own audit function
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C) Auditing internal documents only
D) Auditing internal networks only

Correct Answer: B

Explanation: Internal auditing involves audits conducted by the organization’s own internal audit
function to assess Al governance, compliance, and risk management. Options A, C, and D misidentify
the concept.

Question 441 [Medium]

What is “external auditing” for Al systems?

A) Auditing external buildings

B) Audits conducted by independent third parties
C) Auditing external documents only

D) Auditing external networks only

Correct Answer: B

Explanation: External auditing involves audits conducted by independent third parties (external aud-
itors, regulators, certification bodies) providing independent assessment and assurance. Options A, C,
and D misidentify the concept.

Question 442 [Medium]

What are the advantages of external Al audits over internal audits?

A) No advantages

B) Independence, objectivity, specialized expertise, and greater stakeholder trust
C) Only cost advantages

D) Only speed advantages

Correct Answer: B

Explanation: External audits provide independence from organizational pressures, objectivity, spe-
cialized expertise, and greater stakeholder trust in findings. Internal audits are valuable but may lack
these advantages. Options A, C, and D are incorrect or misidentify advantages.

Question 443 [Hard]

An organization conducts only internal Al audits. Stakeholders question the credibility of
audit findings. What should governance recommend?

A) Continue with internal audits only

B) Supplement internal audits with periodic external audits to provide independent assurance and
build stakeholder trust

C) Eliminate all audits

D) Only conduct external audits



150

Correct Answer: B

Explanation: When stakeholders question internal audit credibility, governance should recommend
supplementing internal audits with periodic external audits to provide independent assurance and
build trust. Both internal and external audits have value. Option A doesn’t address credibility concerns.
Option C abandons auditing. Option D eliminates valuable internal audits.

Question 444 [Easy]

What is “algorithmic auditing”?

A) Auditing algorithms for counting

B) Systematic examination of algorithms for fairness, accuracy, and compliance
C) Auditing algorithm documentation only

D) Auditing algorithm costs only

Correct Answer: B

Explanation: Algorithmic auditing systematically examines algorithms for fairness, accuracy, trans-
parency, compliance with regulations, and alignment with ethical principles. Options A, C, and D are
too narrow or misidentify the concept.

Question 445 [Medium]

What challenges exist in auditing Al systems?

A) No challenges

B) Model complexity, data access limitations, lack of standards, and difficulty assessing real-world im-
pacts

C) Only cost challenges

D) Only time challenges

Correct Answer: B

Explanation: Al auditing challenges include model complexity (black boxes), data access limitations
(privacy, proprietary concerns), lack of standardized auditing methodologies, and difficulty assessing
real-world impacts. Options A, C, and D understate or misidentify challenges.

Question 446 [Easy]

What is “audit documentation” for Al systems?

A) Documenting audit parties

B) Records of audit scope, methodology, findings, and recommendations
C) Documenting audit costs only

D) Documenting audit schedules only

Correct Answer: B
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Explanation: Audit documentation includes records of audit scope, methodology, evidence examined,
findings, recommendations, and management responses, supporting accountability and follow-up.
Options A, C, and D are too narrow or misidentify the concept.

Question 447 [Medium]

What should organizations do with Al audit findings?

A) Ignore them

B) Review findings, develop remediation plans, implement corrections, and track resolution
C) Only file them

D) Only share with auditors

Correct Answer: B

Explanation: Organizations should review audit findings, develop remediation plans for identified is-
sues, implement corrections, track resolution, and verify effectiveness. Options A, C, and D fail to
address identified issues.

Question 448 [Hard]

An audit identifies significant bias in an Al system. Management argues remediation is too
expensive. What should governance recommend?

A) Accept management’s decision

B) Assess whether the system should continue operating with significant bias; if not acceptable,
require remediation or suspension

C) Ignore the bias

D) Only document management’s decision

Correct Answer: B

Explanation: Significant bias may make continued operation unacceptable regardless of remediation
costs. Governance should assess whether operation with known bias is acceptable (considering legal,
ethical, and reputational risks) and require remediation or suspension if not. Option A defers inappro-
priately to cost concerns. Option C ignores the issue. Option D is insufficient.

Question 449 [Easy]

What is “audit frequency” for Al systems?

A) Radio frequency of audits

B) How often Al systems are audited
C) Frequency of audit reports

D) Frequency of audit meetings

Correct Answer: B
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Explanation: Audit frequency refers to how often Al systems are audited, which should be based on
risk level, regulatory requirements, and rate of system changes. Options A, C, and D misidentify the
concept.

Question 450 [Medium]

What factors should determine Al audit frequency?

A) Only cost

B) System risk level, regulatory requirements, rate of changes, and previous audit findings
C) Only convenience

D) Only availability of auditors

Correct Answer: B

Explanation: Audit frequency should be based on system risk level (high-risk systems need more fre-
quent audits), regulatory requirements, rate of system changes (frequently updated systems need
more audits), and previous audit findings. Options A, C, and D use inappropriate criteria.

Question 451 [Easy]

What is “continuous auditing” for Al systems?

A) Audits that never end

B) Ongoing automated monitoring and assessment rather than periodic manual audits
C) Auditing continuously running systems only

D) Auditing audit processes continuously

Correct Answer: B

Explanation: Continuous auditing uses ongoing automated monitoring and assessment rather than
periodic manual audits, enabling real-time issue detection. This complements but doesn’t replace
periodic comprehensive audits. Options A, C, and D misinterpret the concept.

Question 452 [Medium]

What is “audit independence” and why is it important?

A) Auditors working alone

B) Auditors being free from conflicts of interest and organizational pressure, ensuring objective assess-
ment

C) Independent audit schedules

D) Independent audit documentation

Correct Answer: B

Explanation: Audit independence means auditors are free from conflicts of interest and organization-
al pressure, ensuring objective assessment and credible findings. This is fundamental to audit value.
Options A, C, and D misidentify the concept.
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Question 453 [Hard]

An organization’s Al audit function reports to the Al development team. What governance
issue exists?

A) No issue

B) Lack of audit independence; auditors reporting to those they audit creates conflicts of interest and
pressure

C) Only an organizational issue

D) Only a documentation issue

Correct Answer: B

Explanation: Auditors reporting to those they audit lacks independence, creating conflicts of interest
and pressure that may compromise objectivity. Governance should require audit independence
through separate reporting lines (e.g., to board audit committee). Option A ignores the conflict.
Options C and D misidentify the issue.

Question 454 [Easy]

What is “audit scope” for Al systems?

A) Telescope for audits

B) The boundaries and extent of what an audit will examine
C) Scope of audit documentation

D) Scope of audit costs

Correct Answer: B

Explanation: Audit scope defines the boundaries and extent of what an audit will examine, including
which systems, processes, time periods, and aspects (fairness, compliance, security) are included.
Options A, C, and D misidentify the concept.

Question 455 [Medium]

What should determine Al audit scope?

A) Only auditor preference

B) Audit objectives, system risk level, regulatory requirements, and available resources
C) Only time available

D) Only cost constraints

Correct Answer: B

Explanation: Audit scope should be determined by audit objectives, system risk level (high-risk sys-
tems warrant comprehensive scope), regulatory requirements, stakeholder concerns, and available
resources. Options A, C, and D use inappropriate or insufficient criteria.

Question 456 [Easy]

What is “audit evidence” for Al systems?
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A) Evidence in audit trials

B) Information and documentation used to support audit findings and conclusions
C) Evidence of audit costs

D) Evidence of audit schedules

Correct Answer: B

Explanation: Audit evidence includes information, documentation, test results, and other materials
used to support audit findings and conclusions, ensuring findings are well-founded. Options A, C, and
D misidentify the concept.

Question 457 [Medium]

What types of evidence might Al auditors examine?

A) Only documentation

B) System documentation, test results, monitoring data, incident reports, code, training data, and
stakeholder interviews

C) Only code

D) Only user feedback

Correct Answer: B

Explanation: Al auditors may examine system documentation, test results, monitoring data, incident
reports, code and algorithms, training data characteristics, model outputs, and conduct stakeholder
interviews. Options A, C, and D are too narrow.

Question 458 [Hard]

An organization refuses to provide auditors with access to training data, citing proprietary
concerns. What should governance recommend?

A) Accept the refusal

B) Balance proprietary concerns with audit needs through confidentiality agreements, limited access,
or alternative evidence; complete audit may require data access

C) Cancel the audit

D) Only audit documentation

Correct Answer: B

Explanation: Governance should balance proprietary concerns with audit needs through confidential-
ity agreements, limited access with appropriate safeguards, or alternative evidence. However, com-
plete fairness audits may require training data access. Accepting refusal (A) or canceling (C) may
leave critical issues unexamined. Documentation alone (D) may be insufficient.



155

Chapter 15: Incident Response & Accountability
(Questions 459-500)

Question 459 [Easy]

What is an “Al incident”?

A) An accident involving Al hardware

B) An event where an Al system causes or contributes to harm, failure, or unexpected behavior
C) An incident at an Al company

D) An incident in Al documentation

Correct Answer: B

Explanation: An Al incident is an event where an Al system causes or contributes to harm, failure,
unexpected behavior, bias manifestation, or other problematic outcomes. Options A, C, and D
misidentify the concept.

Question 460 [Easy]

What is “incident response” for Al systems?

A) Responding to workplace incidents

B) Processes for detecting, responding to, and learning from Al system incidents
C) Responding to incident reports only

D) Responding to security incidents only

Correct Answer: B

Explanation: Incident response encompasses processes for detecting, responding to, mitigating, in-
vestigating, and learning from Al system incidents to minimize harm and prevent recurrence. Options
A, C, and D are too narrow or misidentify the concept.

Question 461 [Medium]

What are the key stages of Al incident response?

A) Only detection

B) Detection, assessment, containment, investigation, remediation, communication, and learning
C) Only remediation

D) Only communication

Correct Answer: B

Explanation: Al incident response includes detection (identifying incidents), assessment (evaluating
severity), containment (stopping harm), investigation (root cause analysis), remediation (fixing is-
sues), communication (stakeholder notification), and learning (preventing recurrence). Options A, C,
and D are incomplete.
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Question 462 [Easy]

What is “incident detection” for Al systems?

A) Detecting incident reports

B) Identifying when Al systems cause harm, fail, or behave unexpectedly
C) Detecting incident costs

D) Detecting incident documentation

Correct Answer: B

Explanation: Incident detection involves identifying when Al systems cause harm, fail, exhibit bias, or
behave unexpectedly through monitoring, user reports, or other mechanisms. Options A, C, and D
misidentify the concept.

Question 463 [Medium]

How can Al incidents be detected?

A) Only through user complaints

B) Automated monitoring, user reports, audits, media coverage, and stakeholder feedback
C) Only through automated monitoring

D) Only through audits

Correct Answer: B

Explanation: Al incidents can be detected through automated monitoring systems, user reports, in-
ternal audits, media coverage, stakeholder feedback, and regulatory inquiries. Multiple detection
channels are important. Options A, C, and D are too narrow.

Question 464 [Hard]

An Al incident is detected through media coverage before internal monitoring identified it.
What does this indicate?

A) Media is interfering

B) Internal monitoring may be inadequate; governance should strengthen detection capabilities
C) No issue; external detection is acceptable

D) Only a communication issue

Correct Answer: B

Explanation: Incidents detected externally before internal monitoring suggests monitoring may be in-
adequate. Governance should strengthen detection capabilities to identify issues proactively rather
than reactively. Option A blames media inappropriately. Option C accepts inadequate monitoring.
Option D misidentifies the issue.

Question 465 [Easy]

What is “incident assessment” in Al incident response?
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A) Assessing incident costs only

B) Evaluating incident severity, scope, and impacts to prioritize response
C) Assessing incident documentation

D) Assessing incident publicity

Correct Answer: B

Explanation: Incident assessment evaluates incident severity, scope, affected individuals, actual and
potential impacts, and root causes to prioritize response and determine appropriate actions. Options
A, C, and D are too narrow or misidentify the concept.

Question 466 [Medium]

What factors should incident severity assessment consider?

A) Only technical severity

B) Harm to individuals, number affected, legal implications, reputational impact, and potential for es-
calation

C) Only number of people affected

D) Only cost impact

Correct Answer: B

Explanation: Incident severity assessment should consider harm to individuals, number of people af-
fected, legal implications, reputational impact, potential for escalation, and whether vulnerable
populations are affected. Options A, C, and D are too narrow.

Question 467 [Easy]

What is “incident containment” in Al incident response?

A) Containing incident reports

B) Actions to stop ongoing harm and prevent incident escalation
C) Containing incident costs

D) Containing incident documentation

Correct Answer: B

Explanation: Incident containment involves actions to stop ongoing harm and prevent incident escal-
ation, such as suspending the Al system, implementing manual review, or restricting use. Options A, C,
and D misidentify the concept.

Question 468 [Medium]

What containment actions might be appropriate for Al incidents?

A) No action needed

B) System suspension, manual review implementation, use restrictions, or rollback to previous version
C) Only documentation

D) Only communication
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Correct Answer: B

Explanation: Containment actions may include suspending the Al system, implementing mandatory
manual review, restricting use to lower-risk scenarios, or rolling back to a previous version, depending
on incident severity. Options A, C, and D are insufficient for containment.

Question 469 [Hard]

An Al incident causes moderate harm to a small number of users. Management wants to
continue operation while investigating. What should governance recommend?

A) Always continue operation

B) Assess whether continued operation poses unacceptable risk; may require containment measures
(manual review, restrictions) during investigation

C) Always suspend immediately

D) Only document the incident

Correct Answer: B

Explanation: Governance should assess whether continued operation poses unacceptable risk given
the incident. Containment measures (mandatory manual review, use restrictions) may allow continued
operation with reduced risk during investigation. Blanket rules (A, C) don’t account for context.
Documentation alone (D) doesn’t address ongoing risk.

Question 470 [Easy]

What is “root cause analysis” in Al incident response?

A) Analyzing plant roots

B) Investigating underlying causes of incidents to prevent recurrence
C) Analyzing root directories

D) Analyzing root documentation

Correct Answer: B

Explanation: Root cause analysis investigates underlying causes of incidents (technical failures, data
issues, process gaps, human factors) to understand why incidents occurred and prevent recurrence.
Options A, C, and D misidentify the concept.

Question 471 [Medium]

What might root cause analysis for Al incidents examine?

A) Only technical code

B) Technical issues, data problems, process gaps, human factors, and governance weaknesses
C) Only user behavior

D) Only documentation

Correct Answer: B



159

Explanation: Root cause analysis should examine technical issues (bugs, model failures), data prob-
lems (bias, quality), process gaps (inadequate testing), human factors (misuse, training gaps), and
governance weaknesses. Options A, C, and D are too narrow.

Question 472 [Hard]

Root cause analysis reveals an incident resulted from inadequate testing, not technical
failure. What does this indicate?

A) Only a testing issue

B) Governance process failure; testing processes were inadequate and should be strengthened
C) Only a technical issue

D) No governance implications

Correct Answer: B

Explanation: Incidents resulting from inadequate testing indicate governance process failure. Gov-
ernance should strengthen testing requirements, oversight, and enforcement to prevent similar incid-
ents. Option A is too narrow. Option C misidentifies the issue. Option D ignores governance implica-
tions.

Question 473 [Easy]

What is “incident remediation” in Al incident response?

A) Remediation of incident reports

B) Actions to fix issues, compensate affected individuals, and prevent recurrence
C) Remediation of incident costs

D) Remediation of incident documentation

Correct Answer: B

Explanation: Incident remediation includes actions to fix technical issues, compensate or provide re-
dress to affected individuals, implement preventive measures, and restore trust. Options A, C, and D
misidentify the concept.

Question 474 [Medium]

What should incident remediation include?

A) Only technical fixes

B) Technical fixes, affected individual notification and redress, process improvements, and preventive
measures

C) Only apologies

D) Only documentation updates

Correct Answer: B
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Explanation: Comprehensive remediation includes technical fixes, notification and redress for af-
fected individuals, process improvements to prevent recurrence, preventive measures, and
documentation updates. Options A, C, and D are incomplete.

Question 475 [Easy]

What is “incident communication” in Al incident response?

A) Communicating about incident parties

B) Informing stakeholders about incidents, impacts, and response actions
C) Communicating incident costs only

D) Communicating incident schedules only

Correct Answer: B

Explanation: Incident communication involves informing relevant stakeholders (affected individuals,
regulators, public) about incidents, impacts, response actions, and preventive measures, supporting
transparency and accountability. Options A, C, and D are too narrow or misidentify the concept.

Question 476 [Medium]

Who should be notified about Al incidents?

A) No one; keep incidents confidential

B) Affected individuals, regulators (if required), senior leadership, and potentially the public,
depending on severity

C) Only senior leadership

D) Only technical teams

Correct Answer: B

Explanation: Incident notification should include affected individuals, regulators (when legally re-
quired), senior leadership, and potentially the public depending on severity and impact. Transparency
supports accountability and trust. Options A, C, and D are too narrow or inappropriate.

Question 477 [Hard]

An organization experiences an Al incident affecting customers. Legal counsel advises
minimal communication to limit liability. What should governance recommend?

A) Follow legal advice exclusively

B) Balance legal considerations with ethical obligations to transparency, affected individual rights, and
regulatory requirements

C) Provide no communication

D) Only communicate if forced by regulators

Correct Answer: B

Explanation: Governance should balance legal considerations with ethical obligations to transpar-
ency, affected individuals’ rights to know, regulatory requirements, and long-term trust. Minimal com-
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munication (A, C) may violate ethical obligations or regulations. Waiting for regulatory force (D) is
reactive. Legal advice should inform but not solely determine communication.

Question 478 [Easy]

What is “incident documentation” in Al incident response?

A) Documenting incident parties

B) Recording incident details, response actions, and lessons learned
C) Documenting incident costs only

D) Documenting incident schedules only

Correct Answer: B

Explanation: Incident documentation records incident details, timeline, response actions, root
causes, remediation, and lessons learned, supporting accountability, learning, and regulatory
compliance. Options A, C, and D are too narrow or misidentify the concept.

Question 479 [Medium]

Why is comprehensive incident documentation important?

A) It’s not important

B) Supports accountability, enables learning, demonstrates compliance, and provides evidence for in-
vestigations

C) Only for legal protection

D) Only for insurance claims

Correct Answer: B

Explanation: Comprehensive incident documentation supports accountability, enables organizational
learning, demonstrates regulatory compliance, provides evidence for investigations, and helps prevent
recurrence. Options A, C, and D understate or mischaracterize the importance.

Question 480 [Easy]

What is “lessons learned” in Al incident response?

A) Learning about incident reports

B) Insights and improvements identified from incidents to prevent recurrence
C) Learning incident costs

D) Learning incident schedules

Correct Answer: B

Explanation: Lessons learned captures insights, improvements, and preventive measures identified
from incidents to prevent recurrence and improve governance, turning incidents into learning
opportunities. Options A, C, and D misidentify the concept.
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Question 481 [Medium]

What should “lessons learned” analysis produce?

A) Only incident reports

B) Process improvements, governance enhancements, training needs, and preventive measures
C) Only technical fixes

D) Only documentation updates

Correct Answer: B

Explanation: Lessons learned analysis should produce process improvements, governance enhance-
ments, training needs identification, preventive measures, and knowledge sharing to prevent similar
incidents. Options A, C, and D are too narrow.

Question 482 [Hard]

An organization experiences similar Al incidents repeatedly. What does this indicate?

A) Incidents are unavoidable

B) Lessons learned are not being implemented; governance should strengthen learning and
improvement processes

C) Only bad luck

D) Only technical issues

Correct Answer: B

Explanation: Repeated similar incidents indicate lessons learned are not being effectively implemen-
ted. Governance should strengthen learning processes, ensure recommendations are implemented,
and verify effectiveness. Option A is defeatist. Option C ignores systemic issues. Option D is too nar-
row.

Question 483 [Easy]

What is “accountability” in Al governance?

A) Financial accounting

B) Clear assignment of responsibility for Al system decisions, outcomes, and impacts
C) Counting accounts

D) Accounting for Al costs

Correct Answer: B

Explanation: Accountability in Al governance means clearly assigning responsibility for Al system de-
cisions, outcomes, and impacts to specific individuals or roles, ensuring someone is answerable.
Options A, C, and D relate to financial accounting.

Question 484 [Easy]

Why is accountability important in Al governance?
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A) It’s not important

B) Ensures responsibility for Al outcomes, enables redress, and promotes responsible development
and use

C) Only for legal purposes

D) Only for organizational charts

Correct Answer: B

Explanation: Accountability ensures someone is responsible for Al outcomes, enables redress when
harms occur, promotes responsible development and use, and supports trust. Options A, C, and D
understate or mischaracterize the importance.

Question 485 [Medium]

Who should be accountable for Al system outcomes?

A) No one; Al systems are autonomous

B) Depends on role: developers for development quality, deployers for appropriate use, users for
oversight, leadership for governance

C) Only Al developers

D) Only users

Correct Answer: B

Explanation: Accountability is distributed based on roles: developers for development quality, de-
ployers for appropriate deployment and use, users for proper oversight, and leadership for gov-
ernance. Al systems aren’t autonomous moral agents (A). Options C and D are too narrow.

Question 486 [Hard]

An Al system causes harm. The developer claims they built it correctly, the deployer claims
they used it as intended, and leadership claims they had governance. Who is accountable?

A) No one is accountable

B) Accountability may be shared; investigation should determine where failures occurred and assign
appropriate responsibility

C) Only the developer

D) Only leadership

Correct Answer: B

Explanation: Accountability may be shared across multiple parties depending on where failures oc-
curred. Investigation should determine whether development was adequate, deployment appropriate,
use proper, and governance effective, assigning responsibility accordingly. Option A abandons
accountability. Options C and D make assumptions without investigation.

Question 487 [Easy]

What is “redress” in Al governance?
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A) Redressing wounds

B) Remedies or compensation provided to individuals harmed by Al systems
C) Redressing clothing

D) Redressing documentation

Correct Answer: B

Explanation: Redress refers to remedies, compensation, or other relief provided to individuals
harmed by Al systems, supporting accountability and justice. Options A, C, and D misinterpret “re-
dress.”

Question 488 [Medium]

What forms might redress for Al harms take?

A) Only apologies

B) Apologies, compensation, correction of records, policy changes, and systemic improvements
C) Only financial compensation

D) Only technical fixes

Correct Answer: B

Explanation: Redress may include apologies, financial compensation, correction of erroneous records
or decisions, policy changes, systemic improvements, and other remedies appropriate to the harm.
Options A, C, and D are too narrow.

Question 489 [Easy]

What is “contestability” in Al governance?

A) Competitive Al markets

B) The ability for individuals to challenge or appeal Al system decisions affecting them
C) Contesting Al competitions

D) Contesting Al costs

Correct Answer: B

Explanation: Contestability is the principle that individuals should be able to challenge, appeal, or
seek review of Al system decisions that significantly affect them, supporting accountability and
fairness. Options A, C, and D misidentify the concept.

Question 490 [Medium]

What should contestability mechanisms include?

A) Only complaint forms

B) Clear processes for challenging decisions, human review, explanation of decisions, and timely resol-
ution

C) Only automated appeals

D) Only legal proceedings
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Correct Answer: B

Explanation: Contestability mechanisms should include clear processes for challenging decisions,
meaningful human review, explanation of how decisions were made, timely resolution, and
appropriate remedies. Options A, C, and D are too narrow or inappropriate.

Question 491 [Hard]

An Al system makes thousands of decisions daily. Providing human review for every appeal
is impractical. How should contestability be implemented?

A) Eliminate contestability; it's impractical

B) Implement risk-based approach: prioritize high-stakes decisions for review, use efficient review
processes, and ensure meaningful review for significant impacts

C) Only allow appeals if users pay fees

D) Only provide automated appeals

Correct Answer: B

Explanation: Contestability should use risk-based approaches: prioritize high-stakes decisions for hu-
man review, implement efficient review processes, ensure meaningful review for significant impacts,
and potentially use assisted review for lower-stakes decisions. Eliminating contestability (A) violates
principles. Fees (C) may be inappropriate. Automated-only appeals (D) may be insufficient.

Question 492 [Easy]

What is “transparency” in Al accountability?

A) Transparent computer screens

B) Providing visibility into Al system decisions, processes, and governance
C) Transparent pricing

D) Transparent buildings

Correct Answer: B

Explanation: Transparency in accountability means providing appropriate visibility into Al system de-
cisions, decision-making processes, and governance to enable understanding, oversight, and
accountability. Options A, C, and D misinterpret transparency.

Question 493 [Medium]

What should Al transparency include?

A) Revealing all proprietary information

B) Information about Al use, capabilities, limitations, decision factors, and governance appropriate for
stakeholders

C) Only technical documentation

D) Only marketing materials

Correct Answer: B



166

Explanation: Al transparency should include information about Al use, capabilities, limitations,
factors influencing decisions, and governance appropriate for different stakeholders, balancing trans-
parency with legitimate proprietary concerns. Option A goes too far. Options C and D are too narrow.

Question 494 [Easy]

What is “explainability” in Al accountability?

A) Explaining Al to children

B) Providing understandable explanations of Al system decisions
C) Explaining Al costs

D) Explaining Al marketing

Correct Answer: B

Explanation: Explainability means providing understandable explanations of how Al systems make
decisions, enabling individuals to understand decisions affecting them and supporting accountability.
Options A, C, and D misidentify the concept.

Question 495 [Medium]

What makes an Al explanation adequate for accountability?

A) Any explanation is adequate

B) Accuracy (faithful to actual system), comprehensibility for the audience, and usefulness for the pur-
pose

C) Only technical accuracy

D) Only length

Correct Answer: B

Explanation: Adequate explanations must be accurate (faithful to actual system behavior), compre-
hensible for the intended audience, and useful for the purpose (understanding, challenging, or
accepting decisions). Options A, C, and D are insufficient or inappropriate criteria.

Question 496 [Hard]

An Al system provides technically accurate explanations that most users don’t understand.
Is this adequate for accountability?

A) Yes, accuracy is sufficient

B) No, explanations must be comprehensible to intended audiences; technical accuracy alone is insuf-
ficient

C) Yes, users should learn technical concepts

D) Explanations are unnecessary

Correct Answer: B

Explanation: Explanations must be comprehensible to intended audiences, not just technically accur-
ate. Incomprehensible explanations don’t support accountability, informed decisions, or meaningful
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contestability. Option A prioritizes accuracy over comprehensibility. Option C places unreasonable
burden on users. Option D abandons explainability.

Question 497 [Easy]

What is “governance accountability” in Al?

A) Accounting for governance costs

B) Holding governance processes and decision-makers accountable for Al oversight
C) Governing accounting processes

D) Accounting for governance meetings

Correct Answer: B

Explanation: Governance accountability means holding governance processes and decision-makers
accountable for Al oversight effectiveness, ensuring governance itself is responsible and effective.
Options A, C, and D relate to financial accounting or misidentify the concept.

Question 498 [Medium]

How can governance accountability be ensured?

A) It cannot be ensured

B) Clear governance roles and responsibilities, documentation of decisions, regular governance
reviews, and oversight of governance effectiveness

C) Only through documentation

D) Only through audits

Correct Answer: B

Explanation: Governance accountability requires clear roles and responsibilities, documentation of
governance decisions and rationale, regular reviews of governance effectiveness, and oversight
(board, regulators) of governance. Options A, C, and D are insufficient or incorrect.

Question 499 [Hard]

An organization has comprehensive Al governance policies but they’re not followed in
practice. Who is accountable?

A) No one; policies exist

B) Leadership is accountable for ensuring governance is implemented and enforced, not just docu-
mented

C) Only the policy writers

D) Only individual employees

Correct Answer: B

Explanation: Leadership is accountable for ensuring governance is implemented and enforced, not
just documented. Policies without implementation represent governance failure at the leadership level.
Option A confuses documentation with implementation. Options C and D misplace accountability.
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Question 500 [Medium]

What is the relationship between accountability and Al governance?

A) They are unrelated

B) Accountability is a fundamental principle of Al governance; governance establishes accountability
structures and mechanisms

C) Accountability replaces governance

D) Governance eliminates the need for accountability

Correct Answer: B

Explanation: Accountability is a fundamental principle of Al governance. Governance establishes ac-
countability structures (roles, responsibilities), mechanisms (monitoring, auditing, incident response),
and ensures someone is answerable for Al outcomes. Options A, C, and D mischaracterize the relation-
ship.

Conclusion

Congratulations on completing all 500 AIGP study guide questions! This comprehensive question set
covers all four domains and 15 chapters of the Al Governance Professional certification.

Study Recommendations

1. Review Explanations: Even for questions answered correctly, read the explanations to deepen
understanding

2. Focus on Weak Areas: Identify chapters or topics where you struggled and review those sections

3. Understand Rationales: Don’t just memorize answers; understand the reasoning behind correct
and incorrect options

4. Cross-Reference: Use the AIGP Body of Knowledge alongside these questions for comprehensive
preparation

5. Practice Application: Consider how concepts apply to real-world scenarios in your organization

6. Track Progress: Mark questions for review and revisit them periodically

Difficulty Distribution Summary

e Easy Questions (30%): ~150 questions testing foundational knowledge and definitions
*« Medium Questions (50%): ~250 questions testing application and analysis
* Hard Questions (20%): ~100 questions testing complex scenarios and integration

Domain Coverage

* Domain I: Questions 1-125 (Foundations of Al Governance)

* Domain IlI: Questions 126-250 (Laws, Standards & Frameworks)

* Domain IlI: Questions 251-375 (Governing Al Development)

¢« Domain IV: Questions 376-500 (Governing Al Deployment & Use)



Next Steps

1. Review the IAPP AIGP Body of Knowledge

2. Take official IAPP practice exams

3. Join study groups or forums for discussion

4. Apply concepts to real-world Al governance scenarios

5. Schedule your AIGP certification exam when ready

Good luck with your AIGP certification journey!

Document Version: 1.0

Last Updated: October 2025

Total Questions: 500

Prepared for: AIGP Certification Exam Preparation
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